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Abstract  

With the rise in initiatives such as software ecosystems and Internet of Things (IoT), developing robust web Applica-

tion Programming Interfaces (web APIs) has become an increasingly important practice. One main concern in devel-

oping web APIs is that they expose back-end systems and data towards clients. This exposure threatens critical non-

functional requirements, such as the security of back-end systems, the performance of provided services, and the 

privacy of communications with clients. Although dealing with non-functional requirements during software design 

has been long studied, there is still little guide on addressing these requirements in web APIs. In this paper, we present 

WEBAPIK, a body of structured knowledge on addressing non-functional requirements in the design of web APIs. 

WEBAPIK is comprised of 27 distinct non-functional requirements, 37 distinct design techniques to address some of 

the identified requirements, and the trade-offs of 22 design techniques, presented in two forms of natural language 

and knowledge graphs. The design knowledge compiled in WEBAPIK is systematically extracted and aggregated 

from 80 heterogenous online literature resources, including 7 books, 15 weblogs and tutorial, 5 vendor white papers, 

6 design standards, and 47 research papers. These resources are systematically retrieved from two search engines of 

Google and Google Scholar and five research databases of Web of Science, IEEE Xplore, ACM Digital Library, 

SpringerLink, and ScienceDirect in two periods of March to August 2018 and August 2022. WEBAPIK gathers and 

structures expert and scholarly discussions to provide insight about addressing non-functional requirements in the 

design of web APIs. The structure brought to the design knowledge makes it amenable towards extension and creates 

the potential for employing it in the database of knowledge-based systems that aids software developers in design 

decision making. 
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1 Introduction 

With the rise in initiatives such as software ecosystems [1],[2] and Internet of Things (IoT) [3]  in the past decade, 

developing web Application Programming Interfaces (web APIs) has become an increasingly common practice. Web 

APIs are programmatic endpoints that make software services accessible over the internet. However, they also expose 

backend systems and data towards various clients.  This exposure raises serious concerns about critical non-functional 

requirements, such as security of the backend systems, confidentiality and privacy of the exchanged data, and perfor-

mance of the provided services [4], [5], [6], [7]. These concerns are aggravated considering that fulfilling non-func-

tional requirements are often a matter of trade-offs. Often mechanisms designed to address or improve one non-func-

tional requirement in APIs (such as security) may deteriorate others (such as usability and performance) [8], [9]. When 

selecting these design mechanisms, developers often need to make difficult trade-offs between various non-functional 

requirements, of some of which they may be unaware. 

Currently, knowledge about addressing non-functional requirements in the design of web APIs is scattered among 

various heterogeneous online literature resources, including books, vendor white papers, weblogs, and tutorials written 

by practitioners involved in developing web APIs (e.g., [10], [11], [12], [13], [14]), or disparate bodies of design 

standards and scholarly articles (e.g., [15], [16], [17], [18], [19], [20], [21]). Requirements and design techniques 

mentioned in these resources are referred to with different terms and are of different levels of scientific validity. 

Developers in need of this information, would need to spend considerable amount of time to search and find the related 

knowledge sources, sift through the retrieved resources based on some criteria, curate information from multiple 

sources and finally draw conclusions based on the research that they have performed. This problem is exacerbated 

considering that every now and then, new literature resources are made available by practitioners and scientific com-

munity either introducing new design techniques or patterns to address a specific non-functional requirement or dis-

cussing and analysing the effect of a design technique on some non-functional requirements.  

Nevertheless, knowledge about addressing non-functional requirements in the design of web APIs is highly reusable. 

Unlike functional requirements whose realization is tightly intertwined with specific structural and procedural prop-

erties of the domain under design, mechanisms adopted to realize non-functional requirements in web APIs are rather 

domain-independent and pattern-like. These mechanisms are often used with minor or without any modifications in 

various development domains. For example, API-Key [11] is a mechanism to identify and authorize software clients 

to access a web API. This mechanism can be used to allow access to a flight API that provides the timetable of a given 

flight; a weather API that provides the weather forecast of a given city; a text summarization API that provides a short 

summery of a given document; or a logistic regression API that learns to classify a given data set. However, despite 

the high potential for frequent reuse, very little research has been devoted to assisting software developers in obtaining 

and using the available design knowledge.  

To address the above gap, in this paper, we present WEBAPIK, a body of structured knowledge about addressing non-

functional requirements in the design of web APIs.  WEBAPIK is comprised of three components: (1) 27 distinct non-

functional requirements that should be considered in the design of web APIs, (b) 37 distinct design techniques to 

address some of the identified non-functional requirements, and (c) the trade-offs 22 design techniques against some 

non-functional requirements. 
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The design knowledge compiled in WEBAPIK is systematically extracted and aggregated from 80 heterogenous 

online literature resources, including 7 books, 15 weblogs and tutorial, 5 vendor white papers, 6 design standards, and 

47 research papers. 

To collect and organize the design knowledge, we have performed three steps: (1) We have conducted a systematic 

[22] and evidence-based review [23] of the literature to collect the related knowledge sources. (2) We have extracted 

the relevant pieces of design knowledge from the collected resources using qualitative text analysis techniques [25],  

[26], [27], and aggregated and structured them into three categories of (a) non-functional requirements, (b) design 

techniques to address the identified non-functional requirements, and (c) trade-offs of the design techniques against 

the identified non-functional requirements, using specific templates. (3) We have summarized and visualized the 

structured design knowledge using knowledge graphs [28].  

The rest of this paper is organized as follows:  In Section 2, we explain the methodology for collecting, extracting, 

and organizing the design knowledge. In Section 3, we present the identified non-functional requirements. In Section 

4, we present extracted the design techniques. In Section 5, we present the trade-offs that should be made in selection 

some of the identified design techniques.  In Section 6, we discuss our findings from the performed study and in 

Section 7, we discuss threats to the validity and reliability of the presented design knowledge. In Section 8, we review 

the work related to this study. Finally, in Section 9, we summarize and conclude the presented research work. 

2 Methodology for Collecting and Organizing the Design Knowledge 

The steps performed to collect, extract, and visualize the design knowledge compiled in WEBAPIK are described in 

the following. 

2.1 Collecting Knowledge Sources 

The related knowledge resources are collected and selected via a systematic and evidence-based review procedure as 

recommended in [22], [23]. The details of the performed steps are explained in the following. 

2.1.1 Research Questions 

The research questions driving the collection of the resources were as follows:  

• RQ 1. What non-functional requirements need to be considered in designing APIs? 

• RQ 2. What mechanisms and techniques are suggested and used to address the identified non-functional require-

ments in the design of APIs? 

• RQ 3. What are the trade-offs in selecting the identified design techniques? 

2.1.2 The Type and Topic of Available Resources 

The knowledge addressing the above research questions appears in two main types: 
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• Expert discussions: These discussions appear in the form of books, informal online vendor white papers, weblogs, 

text and video tutorials, or design standards, are made by practitioners and include their advice, experience and 

opinion about design techniques and practices. 

• Scholarly discussions: These discussions appear in the form of journal, conference, and workshop papers, and are 

written by scholars and researchers. This kind of resources mostly suggest or evaluate design techniques using an 

analytical or experimental approach.  

The resources that address the above research questions include the following topics: (a) “API Design”, (b) “API 

Development”, (c) “API management”, (d) “API architecture”.  

2.1.3 Search Process 

We have only searched online resource. To gather the resources, we have used two web search engines and five 

research databases: We have used Google Scholar to find an initial set of books and scholarly articles and have used 

Google to find informal expert discussions (i.e., weblogs, tutorials, and white papers). To extend the search results for 

scholarly articles, we have also searched five popular Computer Science and Engineering databases of Web of Science, 

IEEE Xplore, ACM Digital Library, SpringerLink, and ScienceDirect.  

The search process has been performed in several rounds and has been stopped once reached to saturation, i.e., no new 

resource was found that could be selected. In the first round, a set of resources were found and some requirements, 

design techniques, and related trade-offs were extracted. In the subsequent rounds, the extracted requirements and 

design techniques were searched again to find original or additional resources explaining, repeating, or completing 

the same information. For scholarly discussions, forward snowballing process is also used [24] to examine the re-

sources referenced in the retrieved resources.  

The search and retrieval procedure of the resources has been initially performed in March to August 2018 using two 

search engines of Google and Google Scholar, and the same process has been repeated in August 2022 on the same 

search engines and five additional research databases as named above to update and extend the collected resources. 

The references retrieved in the second period are used to updated and strengthen the content and the references of the 

design knowledge already extracted in the first period. The report of the systematic review after the first period is 

available in [29]. 

 

2.1.4 Search Queries 

To form the search queries two general steps are performed: First, a set of keywords are identified. Second, based on 

the identified keywords and their synonyms, a set of search strings are formed that can retrieve the most comprehen-

sive collection of the related resources. 

To retrieve the resources related to RQ1 and to search for non-functional requirements, we have used two search 

queries: In the first query, we have used three main keywords of “API”, “Non-Functional Requirement” and “Quality 

Attribute” (since in some resources non-functional requirements and quality attributes are used interchangeably) and 

have formed the following search strings:  
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{(Web API OR API) AND (Non-Functional Requirement* OR Quality Attribute* OR Quality*} 

OR {(Non-Functional Requirement*2 OR Quality Attribute*) Of (WEB API OR API)}  

The first query provided us with an initial set of resources mentioning some non-functional requirements. In the second 

query, we used the specific non-functional requirements obtained from the collected resources as keywords and com-

bined them with “API” using the following pattern to form search strings. “API security” is an example of the follow-

ing search pattern. 

{(Web API OR API) AND (<Non-Functional Requirement>} OR {<Non-Functional Requirement> 

Of (WEB API OR API)}  

To retrieve the resources related to RQ2 and to search for the available mechanisms, techniques, and patterns, we have 

used three queries. In the first query, we have used six keywords of “API”, “Application Programming Interface”, 

“Design”, “Development”, “Management”, and “Architecture” and have formed the following search strings:  

{(Web API OR API OR Application Programming Interface) AND (Design OR Develop* OR 

Manag* OR Architect*)} 

In the second query, we have used the specific non-functional requirements obtained from the previous search queries, 

and have looked for mechanisms, techniques, and patterns to address them. To this objective, we have used the six 

keywords of “Design”, “Pattern”, “Mechanism”, “Technique”, “API”, and “Application Programming Interface” and 

have formed the following search strings. “API Security Pattern” is an example of the following search pattern. 

{(Web API OR API or Application Programming Interface) AND <Non-Functional Require-

ment> AND (Design* OR Pattern* OR Mechanism* OR Technique*)} OR {(Design* OR Patterns* 

OR Mechanism* OR Technique*) for (Web API OR API or Application Programming Interface) 

AND <Non-Functional Requirement>} 

In the third query, we have used the specific design techniques obtained from the two previous queries and have 

directly searched for the resources that contain them. “Open ID Connect” is an example of this query. 

To retrieve the resources related to RQ3 and to search for the evidence about the impact of the available techniques, 

mechanisms, and patterns on the identified non-functional requirements, we have used the nine keywords of “Analy-

sis”, “Evaluation”, “Strength”, “Weakness”, “Effect”, “Impact”, “Trade-off”, “advantage”, and “disadvantage” and 

have formed the following search strings. “Analysis of Open ID Connect is an example”.  

{(analysis OR evaluation OR strength* OR weakness* OR impact* OR effect* OR advantage* 

OR disadvantage* OR trade-off*) of <Design Technique>}  

2.1.5 Resource Selection and Inclusion 

We have used five criteria to select from among scholarly articles and books and one criterion to select from among 

informal online expert discussions.  

• Criteria to Select Books and Scholarly Articles: (i) The language of the source should be English. (ii) The 

resource should be sufficiently cited. To this objective, we have relied on Google Scholar search engine and 

 

2 The * symbol identifies variations of the search term, e.g., the plural form of a noun or gerund form of a verb. 
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selected the resources that appeared in the first four pages of the search results and were cited more than five 

times. To eliminate the bias against newly published papers, we have repeated the search process in the five 

popular databases named in Section 2.1.3 to retrieve resource published in reputable venues. (iii) The topic 

of the resource or its content should not focus on a specific programming language, or a specific implemen-

tation, or a specific product or platform. As a result of applying this criterion, we have eliminated the re-

sources whose topic was about the design and implementation of APIs in a specific language such as Java, 

or merely focused on a specific implementation of APIs (such as REST APIs) excluding other implementa-

tions, or merely focused on explaining a specific product provided by an API vendor. (iv) The topic and 

content of resource should be related to or generalizable to Web APIs. As a result of this criterion, we have 

eliminated the resources whose content was only related to APIs other than Web APIs, such as programming 

languages APIs. (v) The resource should define, discuss, or evaluate one or more API non-functional require-

ments, or some concrete Web API architectural design techniques. As a result of applying this criterion, we 

have eliminated the resources whose topic and content was about the API development processes and activ-

ities or contained general guidelines that did not turn into a functional piece in API design. 

• Criteria to Select Weblogs, Tutorials, and White Papers: (i) The online resource should be published by 

prominent API vendors or experts associated with these vendors. The prominent API vendors are identified 

based on [30]. Applying this criterion, we have eliminated webpages provided by question and answering 

platforms such as Stack Overflow, Information Technology (IT) publishing platforms, such as Medium.com, 

or IT bloggers or content providers such as TechTarget. Although, informal discussions have lower validity 

in comparison to books and scientific articles, we have not excluded these resources, but we have used them 

to increase the confidence in extracted pieces of design knowledge, i.e., if more resources are mentioning or 

repeating a non-functional requirement, a design technique, or a trade-off, it is more likely that the infor-

mation is related and valid.  (ii) The topic of the content should be general not explaining or advertising a 

specific platform or product. 

Where several resources of different types have mentioned the same requirement, design technique, or trade-off, 

we have selected the most reliable and primary sources as the reference. 

2.1.6 The Outcome of Resource Selection 

The outcome of the collection procedure was 81 knowledge resources, including 7 books, 15 weblogs and tutorial, 5 

vendor white papers, 6 design standards, and 47 research papers. (The collected resources are classified in Appendix 

I). As shown in Figure 1, from among the collected resources 59% were scholarly discussions (i.e., research papers) 

and 41% were expert discussions (i.e., design standards, books, weblogs and tutorials, and vendor white papers). 
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Figure 1 The Distribution of the Type of the Selected Knowledge Resources (N = 80) 

2.2 Extracting Design Knowledge 

To extract the pieces of design knowledge from the collected resources, we have used qualitative text analysis tech-

niques [25][26][27] in two iterative steps: First, we have scanned the text of the selected resources to detect instances 

of non-functional requirements, design techniques, and the impact of design techniques on the non-functional require-

ments. Second, we have looked for the definition and other attributes of the identified requirements and techniques in 

the selected resources. To characterize the identified entities, we have used specific templates. The details of the 

extraction procedure are described in the following. 

2.2.1 Extracting Non-Functional Requirements 

To find instances of non-functional requirements, we have used the definition and categorization of non-functional 

requirements provided in the seminal work of [31]. [31] provides a comprehensive categorization of non-functional 

requirements: Non-functional requirements are requirements that describe how a software system will do its functions. 

Non-functional include different types of requirements, namely: (a) quality attributes of a software system (such as 

security, reliability, performance, availability), (b) legal requirements of a software system (such as privacy of end 

users and privacy of data), (c) cost and budgetary requirements of a system, (d) implementation requirements of a 

system (such as using a specific development environment or operating system), (e) delivery requirements of a system 

(time-to-release and time-to-market), and (f) standard requirements with which a system must follows (such as stand-

ard interfaces for interconnecting to external services). From the mentioned categories, we have focused on quality 

attributes and legal requirements. We have started from the mentioned instances as an initial list and have expanded 

the list while scanning the text of the selected resources.  

To characterize the identified non-functional requirements, we have used a template containing the following infor-

mation: (a) the name of the non-functional requirement, (b) the definition of the non-functional requirement, (c) the 

qualitative or quantitative metrics and measures based on which the non-functional requirement is evaluated (if avail-

able in the collected resources), and (d) the knowledge sources containing the information. 

Books
9%

Weblogs and 
Tutorials

19%
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2.2.2 Extracting Design Techniques 

To find instances of design techniques, we have looked for concrete functional fragments that are designed and im-

plemented in the architecture of web APIs to address a specific non-functional requirement. To characterize the iden-

tified techniques, we have used a template close to the template of design patterns [32], a commonly used structure to 

share knowledge about software design techniques:  containing the following information: (a) the name of the design 

technique, (b) the objective of the design; i.e., what functionality the design mechanism provides, (c) the description 

of design; i.e., a brief description of how the design works, (d) the model of the design; i.e., the class or sequence 

diagram of the design (if available), (e) the applicability condition of the design technique, explaining when and under 

what condition the design can be used (if available), and (f) the knowledge sources containing the information. The 

adopted template aids to unveil to the objective of the design techniques and provides an initial structure that facilitates 

relating design techniques to non-functional requirements. 

2.2.3 Extracting Trade-Offs  

To identify instances of the trade-offs, we have looked for the analysis or evaluation of the identified techniques in 

the collected resources. To this objective, we have scanned the parts of the text that explicitly mention the keywords 

that refer to trade-off, namely “advantage”, “disadvantage”, “strength”, “weakness”, “effect”, “side-effect”, “trade-

off”, “evaluation”, or “analysis”. We have also read the text to find implicit discussions that could not be detected 

using the above keywords. To extract and analyze the impact of the identified design techniques on non-functional 

requirements, we have used a template containing following information: (a) the name of the technique, (b) the related 

or affected non-functional requirement, (c) justification and evidence for the identified trade-off, and (d) the 

knowledge sources containing the information. 

2.3 Aggregating and Classifying Design Knowledge 

We have aggregated and categorized the extracted pieces of design knowledge as described in the following. 

2.3.1 Aggregating and Classifying the Knowledge Related to Non-Functional Requirements 

To categorize the identified non-functional requirements, we have performed five steps: (1) We have used ISO / IEC 

25011 standard [33] for system and software quality requirements and evaluation to check and define the non-func-

tional requirements (if defined in the standard), and to classify and group similar quality requirements. ISO / IEC 

25011 standard identifies a general list of software quality requirements and defines them. We have used this general 

list and its definitions as a reference and have customized and extended it to the specific domain of APIs. Accordingly, 

in some cases, a quality requirement (i.e., non-functional requirement) as defined by IEC has been different from the 

definition that has been applicable to an API. In these cases, we have kept the definition related to the domain of APIs. 

(2) In cases where various resources have characterized a requirement differently, we have considered the common-

alities between these characterizations. (3) We have merged non-functional requirements that have the same definition 

but are referred to with different terms in different resources, and we have named them with one of the terms. (4) We 

have grouped similar requirements into one category based on the concept that they were referring to. (5) We have 
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broken down a non-functional requirement into sub-types and sub-categories if the sub-types have their own definition 

and specific metrics or evaluations are performed to assess them.  

2.3.2 Aggregating and Classifying the Knowledge Related to Design Techniques 

To categorize the extracted design techniques, we have performed the following steps: (1) We have focused on the 

architecture of design techniques; i.e., the components and the interactions between them at the logical level [34],  

[35]; i.e. we have abstracted away the details of the techniques that depend on development methodology (such as 

micro-service or service-oriented approach) or the choices of implementation and communication protocol (such as 

Representational State Transfer (REST) APIs or Simple Object Access Protocol (SOAP) APIs) and have exposed the 

high-level design of the extracted mechanisms. (2) We have merged the design techniques and patterns that implement 

the same approach but are referred to with different terms. (3) We have categorized the design techniques based on 

their objectives, i.e., the functionality that the techniques provide or the non-functional requirement that they address. 

(4) We have related the objectives of the techniques to the non-functional requirement that they address. 

2.3.3 Aggregating and Classifying the Knowledge Related to Trade-Offs 

To categorize the identified trade-offs, we have used two criteria: (a) the type and extent of the effect of a design 

mechanism on a non-functional requirement, and (b) the type of evidence. The type of an effect is categorized as 

positive (represented by “+” label) or negative (represented by “─” label). The extent of the effect is categorized as 

“weak”, “medium”, “to some extent”, and “strong”. The type and strength of an effect of a design mechanism on a 

non-functional requirement are identified based on analyzing the reasons and argumentation provided by an expert, 

or by analyzing the mechanism against the design guidelines or principles that experts suggest, or by empirical evi-

dence extracted from the collected resources. “weak” and “strong” labels are used when there is a clue or evidence 

that the effect of a technique on a non-functional requirement is strong or weak. A “medium” label is assigned when 

there have been several alternatives addressing the same design objective, and these alternatives could be compared 

to each other in terms of the strength of their effect, or where their effect is neither weak, nor strong. “To some extent” 

impact has been used when the extent of the impact could not be identified because of varying evidence or arguments, 

or when the impact has been neither weak, nor strong. The type of evidence for the identified effects is categorized 

into three level of strengths: (a) support with sound reasoning and justification (based on comparison to some design 

principles), (b) support with expert opinion and anecdotal evidence, and (c) support with empirical and scientific 

evidence or formal proofs. The type of evidence is identified according to the type of argument made to justify the 

type and extent of an effect. 

2.4 Summarizing and Visualizing Design Knowledge 

We have summarized and visualized the structured knowledge using a kind of knowledge graphs [28]. The knowledge 

graphs are directed and typed and illustrate the relationships between the identified non-functional requirements and 

design techniques. As shown in Figure 2, the nodes in the presented knowledge graphs represent three entities: (a) 

non-functional requirements (labeled with NFR), (b) design objectives (labeled with DES-OBJ), or (c) design tech-

nique (labeled with DES-TECH). These entities are identified based on the “Non-Functional Requirement” field of 

the template used to extract information related to non-functional requirements, and the “Design Technique”, and 
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“Design Objective” fields of the template used to extract and organize information related to design techniques. The 

edges are directed and typed and represent directed relationships between entities. The edges have one of the following 

types: “IS-A”, “REALIZES”, and “EFFECTS”. The “IS-A” relationship shows the hierarchical decomposition relation-

ship between two non-functional requirements or between two design objectives. The “REALIZES” relationship shows 

that a design objective addresses a non-functional requirement, or a design technique implements a design objective. 

The “EFFECTS” relationship shows the type and extent of the effect of a design mechanism on the related non-

functional requirements and has one of the following labels: “Strong+”, “Some+”, “Weak+”, “Strong─”, “Some─”, 

“Weak─”.  

 

Figure 2 Entities and Relationships in the Presented Knowledge Graphs 

3 Non-Functional Requirements of APIs  

We extracted and structured 9 categories and 27 distinct non-functional requirements for web APIs in the body of 

WEBAPIK as reviewed in the following. 

3.1 Adoptability  

Adoptability of an API is the extent to which an API is adopted or can be potentially adopted by the developers to be 

used in their code. API adoptability can be evaluated by measures such as the number of API users (i.e., developers 

using an API) or the number of different third-party applications and services in which the API is used [8], [36].  

3.2 Visibility  

Visibility of an API is the extent to which an API is visible to the potential clients and users, and the ease with which 

an API can be discovered by the users. Visibility of an API can be evaluated by criteria such as the type of clients and 

the users to which the API is visible. Based on the types of clients, the visibility of an API can be categorized into 

private, protected, or public or open [11], [19]. 
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3.3 Accessibility 

Accessibility of an API is the degree of ease with which an API can be accessed by client applications and services. 

Accessibility of an API can be broken down into access simplicity, access duration, and access rate [8], [11], [37] 

(Figure 3). 

 

 

Figure 3 API Accessibility Requirements 

  NFR   Access Simplicity: Access simplicity identifies how easily an API can be accessed by the clients. The ease of 

access to an API can be evaluated by criteria such as: (a) the number of interactions and security checks between a 

client and an API before the client can access the API, (b) the number of actors involved in the access permission 

process, (c) the time it takes for a client to obtain access to an API, and (d) the limitations and constraints that clients 

have to access an API. 

  NFR   Access Duration: The duration of access identifies the time frame in which a client can access to an API; i.e. 

whether upon permission, the client can access the API once or several times and whether the access is given for a 

short or a long period of time. 

  NFR   Access Rate: Access rate of an API (or access frequency) identifies how many times an API can be accessed by 

a client over a specific period upon permission.  

3.4 Evolvability 

Evolvability of an API is the degree of ease with which an API (i.e., API message parameters, API calls, or the 

behaviour of an API) can be modified, upgraded, or changed over time without affecting its clients. An API may be 

used in numerous applications and services. Therefore, any change to an API affects all the clients that are using it 

and may require the client code to change. Changes to an API can be minor or major (Figure 4). New versions of APIs 

should be compatible with previous versions (i.e., be backward compatible) in the face of both minor and major 

changes. Evolvability is specifically important for public APIs, which are used in a wide range of third-party applica-

tions and services [11], [38], [39]. 
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Figure 4 API Evolvability Requirements 

  NFR   API Compatibility with Minor Changes: Changes to an API can be minor, such as changes to the message pa-

rameters and the API calls. The API should accommodate these kinds of changes without requiring the clients to 

change. 

  NFR   API Compatibility with Major Changes: Changes to an API can be major, such as changes to the behaviour and 

services of the API. The API should accommodate these kinds of changes while minimizing the changes required in 

the client-side.  

3.5 Usability 

Usability of an API (also referred to as Developer Experience (DevX)) is the degree of ease with which developers 

can use the API in their code to achieve their development goals. An API should be easily understood and learned by 

the developers to be used in their code. Usability of an API can be broken down into understandability, efficiency, 

usage simplicity and consistency (Figure 5) [8], [9], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51]. 

 

Figure 5 API Usability Requirements 

  NFR  Learnability:  Learnability of an API (also referred to as Understandability of an API) is the degree of ease with 

the operation and usage of the API can be understood and learned by developers. Quality attributes such as memora-

bility an API contribute to the learnability of the API.  

  NFR   Memorability: How easily the API calls can be remembered.  

  NFR   Efficiency: How efficiently the API can be used by developers for various development tasks. 

  NFR   Usage Simplicity: How easy it is to use an API in a client code, and what kinds of limitations and constraints 

exist for using an API. 

  NFR   Consistency: How obviously the API purpose can be inferred from the API contract and how well an API 

matches the developers’ mental model.  
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3.6 Performance 

Performance of an API is the extent to which an API can respond to the requests of clients in a prompt and timely 

manner. The performance of an API can be broken down into response time, latency, throughput, and availability 

(Figure 6) [11], [37], [52]. 

 

Figure 6 API Performance Requirements 

  NFR    Response Time: Response time of an API is the time it takes for an API to process a request and to respond to 

the request. The response time of an API is measured in terms of the difference between the time at which a client’s 

request is received by an API and the time at which a response is sent to a client. 

  NFR     Latency: Latency of an API (also referred to as end-user latency of an API) is the delay that a client perceives 

between sending a request and receiving the response of an API. API latency is measured as the difference between 

the time at which a request is submitted by a client to an API and the time at which the response is received by the 

client. Latency is specifically important for web APIs since network delays are of the order of millisecond or higher.  

  NFR     Throughput: Throughput of an API (also referred to as capacity of an API) is the degree to which the request 

load of an API can increase without affecting the behavior of the API towards the clients. The throughput of an API 

can be measured as the maximum number of requests that can be processed by the API per unit of time without any 

failure in operation or without affecting the behavior of the API. 

  NFR     Availability: Availability of an API (also referred to as up-time) is the degree to which an API provides con-

tinuous service over time. Availability is important for the APIs that provide time-critical services to their clients. 

Availability of an API can be measured as the amount of time that an API is ready for service over a specific period 

of time.  

3.7 Extensibility  

Extensibility of an API is the degree of each with which the clients and the backend services of an API can change at 

runtime and is comprised of two requirements (Figure 7): (1) client-side extensibility: The degree of ease with which 

different clients can be added to and removed from an API at run-time, and use an API without modifying the API or 

the back-end services; and (2) server-side extensibility: the degree of ease with which different back-end services can 

be added to or removed from an API at run-time without modifying the API or the clients [11]. 
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Figure 7 API Extensibility Requirements 

3.8 Interoperability  

Interoperability of an API (also referred to as adaptability, flexibility, or Interface compatibility) is the degree to which 

an API can work with different types of clients that have various communication formats. Interoperability of an API 

can be broken down into flexibility towards different message formats, flexibility towards different message parame-

ters, and flexibility towards different communications protocols (Figure 8) [39]. 

 

Figure 8 API Interoperability Requirements 

3.9 Security 

Security of an API is the degree to which an API is safe against unauthorized or unintended access, unintended or 

unauthorized message disclosure, corruption, and modification, as well as service failures.  APIs expose back-end 

systems and data to external applications and services. This exposure increases the risk of malicious attacks to the 

back-end systems.  This risk is specifically high in open APIs, which are accessible to a wide range of clients. Some 

attacks that can be made to an API are as follows: 

• Denial of service attacks: Malicious clients might attack the back-end systems by making a large number of calls 

to an API. This kind of attack prevents other clients from accessing the back-end system and may shut down the 

back-end systems. 

• Man-in-the-middle attacks: A malicious attacker sits in between a client and API and corrupts and alters the 

requests and responses between an API and its clients.  

• Eavesdropping: Malicious clients and attackers may secretly listen to the communications between an API and 

client without their consent and permission. 

Security of an API can be broken down into confidentiality, privacy, operational security, and reliability (Figure 9) 

[10], [11], [12], [38], [39], [53], [54], [13]. 
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(1)  

Figure 9 API Security Requirements 

3.9.1 Confidentiality  

Confidentiality of an API is the degree to which an API services and messages are protected against being discovered, 

observed, and accessed by unintended or unauthorized audiences. API confidentiality can be broken down into (a) 

message confidentiality, and (b) service confidentiality. 

  NFR   Message Confidentiality: Message confidentiality of an API is the degree to which the requests and responses 

of an API are protected against being observed and accessed by unintended and malicious audiences. 

  NFR   Access Confidentiality: Access confidentiality is the degree to which the provided data and services of an API 

are protected against unauthorized access and usage by unauthorized clients. 

3.9.2 Privacy  

Privacy of an API is the degree to which the rights of involved human parties are preserved upon access to and receiv-

ing service from the API. An API should have both service privacy and access privacy. APIs may expose sensitive 

data to their client application and services. This data may belong to the API provider or to an end user. The related 

end-users and human parties should have control over granting and revoking permission to access an API. Moreover, 

APIs may receive sensitive data from their client application and services. This data may belong to the clients or other 

human parties. An API should also preserve the privacy of the received sensitive data and protect it from unintended 

and unauthorized observation.  

3.9.3 Operational Security 

Operational security of an API is the degree to which the API performs its expected operations safely and correctly in 

the face of problems and failures. Operational security can be broken down into robustness and traceability.  

  NFR   Robustness: Robustness of an API is the degree to which an API can tolerate failures in the back-end systems 

or attacks of malicious clients, and continue safe, stable, and healthy operation over time. 

  NFR   Traceability: Traceability of an API is the degree to which an API keeps the record and the trace of its requests 

and its responses. 

3.9.4 Reliability 

Reliability of an API (also referred to as trustworthiness of an API) is the degree to which an API behaves in con-

formance with what is expected from it, and the extent to which the clients can trust and rely on the services that the 
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API provides. For example, to what extent the API ensures that it will respond to the clients’ requests, to what extent 

the API will respond to the clients’ requests within a specified time limit, and to what extent it will provide accurate 

responses upon which the clients can trust. Reliability of an API includes requirements such as integrity. 

  NFR   Integrity: Integrity of an API is the degree to which an API can ensure that it does not drop, ignore, or corrupt 

the requests of the clients and the responses of the back-end services.  

4 Design Techniques to Address Non-Functional Requirements in APIs 

We extracted and structured 43 high-level design objectives and 37 concrete design techniques in the body of 

WEBAPIK as reviewed in the following. 

4.1 Mechanisms to Address Evolvability in APIs  

APIs need to evolve over time to upgrade the offered services or to address new requirements. API version manage-

ment mechanisms are specifically designed to address the evolution of APIs over time. API version management 

mechanisms minimize the impact of these continuous changes on the API clients and can be divided into two groups 

(Figure 10): a) mechanisms to accommodate minor changes, and b) mechanisms to address major changes to APIs 

[11],  [39]. 

 

Figure 10 API Evolvability Design Techniques 

  DES-OBJ   Adapter: To handle minor changes in APIs, adaptors are designed that adapt old interfaces to new ones.  

  DES-OBJ   Supporting Multiple API Versions at the Same Time: To support major changes, specific mechanisms need 

to be designed that can accommodate multiple versions of API at the same time and notify the clients about retiring 

an API. Two design alternatives for supporting different versions of an APIs are described in the following. 

  DES-TECH   Single Service Instance Handling Multiple API Versions: Multiple versions of an API is supported by a 

single instance of the back-end service. 
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  DES-TECH   Multiple Service Instances Handling Multiple API Versions: Different instances of the back-end services are 

designed to support each version of an API. 

4.2 Mechanisms to Address Performance in APIs 

Three groups of mechanisms address performance requirements in APIs, namely: (1) mechanisms to address through-

put, (2) mechanisms to address response time, and (3) mechanisms to address availability in APIs [11], [12], [13], 

[56], [57], [58].   

4.2.1 Mechanisms to Address Throughput in APIs 

Throughput mechanisms allow an API to manage high loads of API calls gracefully. Two specific mechanisms de-

signed to increase the throughput of APIs include concurrency, and load distribution and balancing (Figure 11). 

 

Figure 11 API Throughput Design Techniques 

  DES-OBJ    Concurrency: Concurrency mechanisms (also referred to as load concurrency) allow to run the same in-

stance of a service on multiple backend systems so that an API can handle multiple clients simultaneously.  

  DES-OBJ    Load Distribution and Balancing: Load distribution and balancing mechanisms are responsible for distrib-

uting clients’ requests evenly between the backend servers offering the same service. The requests are distributed 

between the backend servers using a load distribution strategy, including Round Robin, Weighted Round Robin, Least 

Connection, Weighted Least Connection, Random. The distribution strategies are described in the following. 

  DES-TECH  Round Robin: In the round robin strategy, the requests are assigned to the backend servers offering the 

same service in a sequential and cyclic order. This strategy is used when backend systems have similar capacity and 

configuration. 

  DES-TECH   Weighted Round Robin: In the weighted round robin strategy, a weight or rate is assigned to each server 

based on the capacity of that server. The number of requests sent to a server in each round is determined based on the 

assigned weight. 

  DES-TECH   Least Connection: In the least connection technique, the requests are sent to the backend servers according 

to their current load. The server with the lowest request load will receive the next request.  
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  DES-TECH   Weighted Least Connection: In weighted least connection strategy, a weight is assigned to each backend 

server based on the capacity of the server. Requests are then assigned to the backend servers based on their level of 

load and their weights.  

  DES-TECH   Random Load Distribution: In random load distribution, requests are assigned randomly to the backend 

servers offering the same service. This strategy is used when backend systems have similar capacity and configuration.  

4.2.2 Mechanisms to Address Response Time in APIs 

Two specific group of mechanisms designed to control and reduce the response time of an API include caching and 

traffic prioritization mechanisms (Figure 12)  

 

Figure 12 API Response Time Design Techniques 

  DES-OBJ   Caching: The objective of caching mechanisms is to store and maintain the interactions and connections 

with the backend services to use them for future requests. Caching mechanisms can be divided into two groups: cach-

ing the responses of APIs and maintaining the connections to the backend systems.  

  DES-OBJ    Caching API Responses: In these mechanisms, the previous responses of the backend services to specific 

requests are stored in a cache memory closer to the clients than the backend services. These in-memory responses are 

then used to respond to subsequent clients without referring to the back-end services. Mechanisms should also be in 

designed in a cache that ensure the stored responses are up to date. Caching mechanisms are specifically used when 

the responses of the back-end service do not change frequently or when the response changes periodically.  Three 

concrete strategies to store the responses of the backend services include storing the responses to the most frequent 

requests, the responses to the most recent requests, and the responses to the requests that will frequently occur in the 

future.  

  DES-TECH   Caching Most Frequent Responses: In this strategy, the responses to the most frequent requests are stored 

in the cache memory. 

  DES-TECH   Caching Most Recent Responses: In this strategy, the responses to the most recent requests are stored in 

the cache memory. 
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  DES-TECH   Caching Most Probable Responses: In this strategy, the future requests of the clients are predicted based 

on the history of previous requests and the responses to the requests are stored in the cache memory.  

  DES-OBJ    Maintaining Connections to Back-End Systems: Finding and connecting to the back-end services that re-

spond to the clients’ requests is time consuming. To reduce the response time, once these connections are established, 

they are kept alive for similar future requests. One concrete technique to maintain connections to the backend systems 

is connection pooling. 

  DES-OBJ  Connection Pooling: Connection pooling allows to keep the connections to the back-end services and data-

bases active. Once a connection is established, it is placed in the pool of connections for future reuse. This mechanism 

eliminates the time for setting up a connection to the backend services in responding to each client’s request.  

  DES-OBJ    Traffic Prioritization: The objective of traffic prioritization mechanisms is to control the order in which the 

requests of clients are responded by an API. For this purpose, a priority is assigned to each client.  The order in which 

the API calls are responded are determined based on the assigned priorities. Priority queues need to be in place to 

group the request of different clients.  

4.2.3 Mechanisms to Address Availability in APIs 

Redundancy and Replication mechanisms are specifically designed to help APIs provide service continuously over 

time even in the face of failure (Figure 13).  

  DES-OBJ    Back-End Service Replication: In replication and redundancy mechanisms, the same instance of a service is 

duplicated on multiple back-end servers so that if one server fails, others can be replaced to continue service provision. 

 

Figure 13 API Availability Design Techniques 

4.3 Mechanisms to Address Extensibility in APIs 

The systems and services behind an API change over time. Mechanisms are required that allow to add new back-end 

services and remove old ones without affecting the run-time behaviour of an API and its clients. Moreover, the clients 

of an API change over time. Mechanisms need also to be in place that allow to add or remove clients without requiring 

any run-time changes to the API or the backend systems. Some mechanisms specifically designed to address server-

side extensibility in APIs include API gateway, service registration, service discovery, service mapping and compo-

sition, and service orchestration (Figure 14)[11], [12], [14], [59], [60], [61], [62], [63], [64],  [65], [66], [67], [68] 

[69].   
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  DES-OBJ   API Gateway: API gateway (also referred to as gateway or API facade) is a logical or physical component 

that sits between backend systems and the clients, encapsulates the internal structure and behaviour of the backend 

systems, and act as a single access point to the back-end systems.  API gateway also handles all the communications 

and interactions that happen between backend systems and clients. All requests submitted by the clients first pass 

through the gateway to reach to the backend. An API gateway can have various responsibilities, including: (1) creating 

and managing APIs, (2) customizing APIs for different clients, (3) authorizing the clients, (4) translating API requests 

and the responses, and (5) monitoring and managing the traffic of requests. API gateway is especially useful in opening 

legacy systems and platforms which are often heterogeneous and are not expected to change.  An API gateway allows 

to interconnect legacy systems with external applications and services while the minimum changes to the backend. 

Two alternative techniques to design an API gateway are central gateway and back-end for front-end. 

 DES-TECH   Central Gateway: Central gateway (also referred to as single gateway) is one physical or logical component 

that handles all the requests of all types of clients.  

 

Figure 14 API Extensibility Design Techniques 

  DES-TECH   Backend for Frontend Gateway: In Backend for frontend gateway, multiple gateways are designed each 

of which handles the requests of a specific type of client. 

  DES-OBJ    Service Registration: The objective of service registration mechanism is to handle dynamic addition and 

removal of backend services. Service registration is composed of a service registry component (i.e.; a look-up table 

or database) where new instances of back-end services and objects register and de-register themselves as a service 

provider. There are two alternatives for registering the back-end services: self-registration, and third-party registration. 
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  DES-TECH   Self-Registration: In self-registration, each new instance of a service is responsible for registering and 

deregistering itself in the service registry. The service instances are also responsible for sending heartbeat requests to 

the service registry to refresh their registration.  

  DES-TECH   Third-Party Registration: In third-party registration, a third-party registrar (or the API provider) is respon-

sible for updating the service registry and registering and de-registering instances of backend services. The service 

registrar should continuously monitor changes to the set of running back-end services to detect addition and removal 

of service instances. 

 DES-OBJ   Service Discovery: The objective of service discovery mechanism is to find the instances of backend services 

that are related to a client request. To this objective, a service registry component (i.e.; a look-up table or database) 

should be in place where instances of back-end services and objects can register and de-register themselves into it. 

Moreover, the clients or an intermediary should be able to look up the registry to find out the related services.  This 

technique is specially used when the back-end services or their location (physical or logical address) change dynami-

cally. There are two alternatives for designing the service discovery mechanism: server-side discovery and client-side 

discovery. 

  DES-TECH  Server-Side Service Discovery: In server-side discovery, the API provider or a server-side router is respon-

sible for querying the service registry, load balancing, selecting an available instance of the service, and routing the 

request to the related instance.  

  DES-TECH  Client-Side Service Discovery: In client-side service discovery, the client is responsible for querying the 

service registry, using a load balancing mechanism to select an available service instance, selecting an available in-

stance, and sending a request.  

  DES-OBJ    Service Composition and Mapping: The objective of API composition and mapping mechanisms is to 

translate and map the request of a client onto the related backend services, to call the related backend services in an 

appropriate order, and to return the response to the client. The API composer can call out the back-end services either 

sequentially or in parallel. Two alternative techniques to design API composition and mapping include: server-side 

API composition and client-side API composition.  

  DES-TECH   Server-Side API Composition: In server-side API composition, the API provider is responsible for mapping 

the clients’ requests onto the backend services and calling the related backend services in appropriate order. This 

technique provides a single and simple interface for a complex backend.  

  DES-TECH   Client-Side API Composition: In client-side API composition, the client is responsible for mapping and 

calling the backend services related to a request.  

  DES-OBJ    Service Orchestration: Sometimes to respond to a client’s request several back-end services should collab-

orate. Service orchestration mechanisms are responsible for preparing and coordinating the related back-end services. 

One specific instance of a service orchestration mechanism is two-phase transaction management. 

  DES-OBJ    Two-Phase Transaction Management: The objective of two-phase transaction mechanism (also referred to 

as two-phase commit) is to prepare and coordinate the related back-end services before responding to a client’s request. 

To this objective, the API provider or the client first checks the availability of the related back-ends services, prepares 
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the backend services to perform the related operation, sends the request of the client to them, and finally receives the 

response. Two alternative techniques to design two-phase transaction management are server-side transaction man-

agement and client-side transaction management. 

  DES-TECH   Server-Side Transaction Management: In this technique, the API provider is responsible for preparing and 

coordinating the related back-end services before responding to a request. 

  DES-TECH   Client-Side Transaction Management: In this technique, clients are responsible for coordinating and pre-

paring the backend services before sending the request to the backend. 

4.4 Mechanisms to Address Interoperability in APIs  

An API may have different clients. These clients may work with different communication protocols and styles and 

may have different message formats or different message parameters. Interface translation mechanisms (including 

message format conversion, protocol translation, and adapters), and communication styles are particularly designed 

to allow an API to interact with different kinds of clients (Figure 15) [39], [65], [70], [71]. 

 

Figure 15 API Interoperability Design Techniques 

  DES-OBJ    Message Format Conversion: Clients may have a different message format from an API. The objective of 

message format conversion mechanisms is to convert the message format of the clients and the API to one another 

(for example, changing the message format of JSON to XML or HTML or vice versa). 

  DES-OBJ    Adapter: The clients may have different message parameters from the backend services. Adapters translate 

the requests of the clients into API calls for back-end services. 

  DES-OBJ    Communication Protocol Translation: The clients many have different communication protocol from an 

API. Mechanisms need to be in place to translate different communication protocols to each other (for example, 

changing Simple Object Access Protocol (SOAP) protocol to representational state transfer (REST) protocol and vice 

versa).  

  DES-OBJ    Communication Styles: API interaction and communication styles identify the way that an API communi-

cate with its clients. These styles can be categorized into two groups of one-to-one and one-to-many styles. 
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  DES-OBJ    One-To-One Communication Style: In one-to-one communication, an API interacts with one client at a time 

to receive and respond to the client’s request.  

  DES-TECH   Synchronous Communication: The objective of synchronous communication mechanisms is to respond to 

the request of clients immediately. To this objective, a time limit is specified for responding to a client’s request. Upon 

submitting a request, the client expects to receive the response with the specified time limit. Synchronous communi-

cation mechanism is specifically used for critical requests and those request that need to be responded in real-time. 

The API provider has two alternatives in responding to the synchronous communications: (1) It may block its other 

requests in order to respond to a single request; or (2) it may attach a high-priority to the request and put is in a high-

priority queue to be processed as the next request. The client as well has two alternatives until it receives the response 

of the API: (1) The client may block and wait until the response is received, or (2) It may continue its operation until 

the response is received.   

   DES-TECH    Asynchronous Communication: The objective of asynchronous communication mechanism is to respond 

to the clients’ requests in a non-blocking manner. To this objective, the API provider attaches a priority to a client’s 

request upon receiving the request and put it in a waiting-list queue. When the response is ready, the API notifies the 

client and send the response back to the client. In this technique, neither the client nor the API provider block for the 

communication. There are various alternatives for designing the waiting list queue, such as First-In First Out queues 

(FIFO) or Priority Queues. There are also two variants for sending back the response for the client: (1) Calling Back 

the client: The API calls backs the client with the response. (2) Polling for response: The client polls for the response. 

This alternative requires a response queue in addition to the request queues. 

  DES-TECH   Synchronous to Asynchronous Communication: The objective of synchronous to asynchronous technique 

is to respond back to a client’s request in a timely and reliable manner.  The synchronous to a synchronous mechanism 

is specially used when the client expect a synchronous response, but the back-end systems provide asynchronous 

response. For this purpose, the API facade or gateway acts as an intermediary and allows the clients to communicate 

synchronously while it communicates with the back-end systems a synchronously. The API gateway may need to poll 

for the response of the back-end system until the response is received. 

  DES-OBJ   One-To-Many Communication Style: In one-to-many style, an API interacts with a group of clients that have 

the same request at a time and respond to their request in group. One specific technique to design one-to-many com-

munication style is Publish and Subscribe.  

  DES-TECH   Publish and Subscribe: The objective of Publish and Subscribe mechanism is to send the same response to 

several clients or to send the same request to several instances of back-end services. This mechanism is mainly used 

to notify a set of clients or backend services of an update. To receive the messages, the clients as well as the back-end 

services subscribe to (or unsubscribe from) an intermediary which is responsible for informing the clients and the 

back-end services of the new updates. There are two main alternatives for subscription: (1) Topic-based subscription 

in which the receivers declare their interest in receiving messages about a topic or (2) Content-based subscription in 

which the receivers declare their interest in receiving a specific content. The intermediary sends the message to the 

subscribers if the content or some parts of it matches the subscribers’ constraints. There are also two implementations 

for informing the subscribers: (1) Pushing the messages to the recipients. In this case, messages can be customized for 

each subscriber; or (2) Pulling the messages in which recipients pull the message from the intermediary.   
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4.5 Mechanisms to Address Security in APIs 

Web APIs often provide sensitive services and data to their clients and expose the back-end systems of a platform to 

the clients. Mechanisms need to be designed that can control and protect the security of the APIs and the back-end 

systems against unauthorized and malicious clients. Security mechanisms can be divided into four categories: (a) 

mechanisms to address confidentiality in web APIs, (b) mechanism to address privacy in web APIs, (c) mechanism to 

address robustness in web APIs, and (d) mechanisms to address traceability in web API interactions [10], [11], [12], 

[13], [15], [16], [39], [55], [72], [73]3, [74], [75], [76], [78], [79], [80], [81], [82]. 

4.5.1 Mechanisms to Address Confidentiality in APIs 

Confidentiality mechanisms are responsible for ensuring that the requests and response of an API are only visible and 

accessible by authorized clients and audience. These mechanisms can be divided into two categories: (a) techniques 

to address access confidentiality and (b) techniques to address message confidentiality (Figure 16). 

 

Figure 16 API Confidentiality Design Techniques 

  DES-OBJ   Access Control: Access control mechanisms are responsible for identifying and authenticating clients and 

authorizing their access to the API. These mechanisms can be divided into two groups: (1) key and certificate man-

agement, and (b) access authorization. 

  DES-OBJ   Key and Certificate Management: Key and certificate management mechanisms are responsible for manag-

ing and validating the keys and certificates that clients provide to access an API. 

 

3  X .509 is proposed and implemented for communications over internet, and with HTML and REST APIs. However, 

we expose and focus on the general mutual authentication pattern used in this mechanism. 
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  DES-OBJ   Access Authorization: Access authorization mechanisms are responsible for verifying the clients and per-

mitting access to an API. Authorization responsibilities includes controlling the APIs that a client can view and access, 

controlling the level of access of a client to an API and the methods that it can invoke. Some concrete design techniques 

to authorize access to APIs include API-Key, Username and Password, Mutual and Certificate-Based Authentication, 

Open-Authorization Version 2.0 and Open-ID Connect Version 1.0.  

  DES-TECH   API-Key: The objective of API-Key (also referred to as Client-ID, App-Key, App-ID or Consumer-ID) is 

to identify the client applications and services that use an API. For this purpose, the API provider issues a unique key 

(referred to as API-key) for each client application and services that wants to access an API. The API-key is an alpha-

numeric string that is issued upon the registration of a client. 

  DES-TECH   Username and Password: The objective of username and password mechanism is to authorize the access 

of an end-user who want to use an API via a client application or service. For this purpose, the client presents unique 

credentials (i.e.; the username and password) to the API provider. The API provider validates the received credentials 

against its credential store and authorizes the access. The client’s credentials are encoded by the client before trans-

mission to the API and need to be decoded by the API. Username and Password technique can be used in combination 

with API-key for achieving a higher level of security 

  DES-TECH   Mutual and Certificate-Based Authentication: The objective of Mutual and Certificate-Based Authentica-

tion (X.509) (also referred to as Two-Way Authentication and Two-Way Handshake) is to authenticate both parties 

that want to communicate with each other. For this purpose, both the client and API present their certificates to each 

other for verification and validation. A certificate contains information about the identity of the party and is digitally 

signed by a trusted certificate party. The communications between the client and the API starts after the successful 

verification of each party’s certificate by the other. Each party validates the received certificate against its trust store. 

In X509, the message exchanged between the client and API (including the API-Key of the client) are established 

over secure connections and encrypted using server’s private key. This mechanism is mainly used in application-to-

application communications and for authorizing access to protected APIs. 

  DES-TECH   Open Authorization Version 2.0 (OAuth 2.0): The objective of OAuth 2.0 authentication is to authorize the 

access of a client to an API on behalf of an end-user for a limited period. This design is specifically used when the 

permission and consent of an end-user is required to authorize the access of a client to protected services and resources.  

For this purpose, when a client application requests for using an API, the API first communicates with the end-user 

(in a separate communication) to ask for permission. To this objective, either the API provider itself or an authorization 

server on behalf of the API provider verifies the end-user and ask for her confirmation and permission. Upon the 

confirmation of the end-user, the client application is allowed to access to the API. To allow temporary access to an 

API, the API provider issues two types of tokens: (1) Access token and (2) refresh token. To call an API, a client 

should present these tokens to the API provider. The access token allows the client to access the API once. However, 

if the authorization server and the end-user allow the client to access the API more than once over a period, a refresh 

token is also issued for the client application to refresh the access token over the specific period. With a refresh token 

the client application can access the API without the involvement of the end-user.  OAuth 2.0 considers four mecha-

nisms to grant access to an API: (1) Authorization code, (2) Client credentials, (3) End-user credentials, and (4) Im-

plicit. These variants are chosen based on the level of trust in the client application framework. 
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  DES-TECH   Open-ID Connect Version 1.0: The objective of OpenID Connect is to authenticate an end entity. The end 

entity can be an end-user or a client application. For this purpose, an API provider sends a request to an authentication 

server to verify an end entity. The authentication server communicates with the end-user (in a separate and private 

connection) and verifies the identity of the end-user. The authentication server informs the API provider of the results 

of authentication and reveals information about the end-user to the API provider with the consent of the end-user. The 

API provider receives the information about the end-user in an ID token. Open-ID connect builds on top of OAuth 

protocol. 

  DES-OBJ   Secure Communications Channels: APIs should use secure communication channels and protocols for re-

ceiving requests from the clients and providing response to them. This is specifically used to prevent man-in-the-

middle attacks and eaves-dropping attacks. 

  DES-OBJ   Message Encryption: Message encryption mechanisms are responsible for encoding the communications 

between an API and its clients so that they cannot be read and understood in man-in-the middle attacks or eaves-

dropping attacks. 

4.5.2 Mechanisms to Address Privacy in APIs 

Privacy mechanisms are responsible for preventing end-user’s data from being accessed or observed without the per-

mission and consent of the related human parties. Two specific mechanisms that address privacy of APIs include: data 

masking and end-user notification and approval (Figure 17). 

 

Figure 17 API Privacy Design Techniques 

  DES-OBJ    End-User Notification and Approval: Some of the data that are communicated between an API and the 

clients may belong to an end-user. In this case, mechanisms need to be designed to inform the end-users that a client 

is requesting access to their information, to inform the end-users of the possible consequences and usages of their data 

and to obtain their permission and consent for this kind of data provision. 

  DES-OBJ    Data Masking: Sensitive data and the logs of activities on the confidential data should be hidden or be 

encrypted by the API provider or by the client before being stored on the back-end systems or on the client side.  

4.5.3 Mechanisms to Address Traceability in APIs 

Activity logging and user auditing mechanisms keep the detailed record of any communications between an API and 

a client and help trace the interactions of clients with APIs (Figure 18). 
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Figure 18 API Traceability Design Techniques 

  DES-OBJ   Activity Logging: Activity logging mechanisms are responsible to log the record of every interaction that 

occurs between an API and a client. An activity log record includes information about the client, client’s type, client’s 

location, the request made by the client, the response provided, and the time and type of requests and response. 

  DES-OBJ   User Auditing: User auditing mechanisms are responsible to provide administrative and historical reports 

about the users as well as the usage of an API. 

4.5.4 Mechanisms to Address Robustness in APIs  

Robustness mechanisms help APIs be resilient against the failure of backend systems and provide continuous service 

over time. Robustness mechanisms can be divided into two groups: failure management mechanisms and threat man-

agement mechanisms (see Figure 19).  

  DES-OBJ   Failure Management: The backend services of an API may become unavailable for a period due to failure, 

disconnection from the network, or upgrades. Failure management mechanisms are responsible to help APIs manage 

the failures and unavailability of the back-end systems. Failure management mechanisms can be divided into three 

group: failure detection, failure prevention, and failure recovery.  

  DES-OBJ   Failure Detection: Failure detection mechanisms are responsible for detecting the failure or unavailability 

of the backend systems of an API at run-time. Some concrete techniques to design failure detection include response 

time-outs, circuit breaker pattern, limiting the number of outstanding requests. 

  DES-TECH   Response Timeouts: Response timeouts (also referred to as network timeouts) allow to specify a certain 

amount of time for responding to API requests. Defining timeouts for an API allows the clients to detect failure in the 

operation of the API and its backend services and not to infinitely wait for a response. 

  DES-TECH   Circuit Breaker: In circuit breaker pattern, the number of successful and failed responses are recorded. If 

the rate of failed responses exceeds a pre-defined threshold, the circuit will become open and further requests fail 

immediately since the threshold shows that it is highly possible that the back-end services are not available. After the 

timeout, the clients try again and when the response is provided successfully, the circuit will be closed again. 
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Figure 19 API Robustness Design Techniques 

  DES-TECH   Limiting the Number of Outstanding Requests: Limiting the number of clients’ requests imposes an upper 

bound on the maximum number of waiting requests that clients can have for a particular service. All subsequent 

requests are failed immediately if the limit is exceeded since it is highly likely that the API and its backend services 

are unavailable. 

  DES-OBJ   Failure Prevention: Backend systems of an API fail momentarily or permanently over time due to various 

reasons, such as disconnection from the network, upgrades, or corruption. Failure prevention mechanisms are often 

designed in the architecture of web APIs to help service continuity of APIs in the face of failure. Two specific types 

of failure management mechanisms include: congestion control mechanisms and back-end service replication.  

  DES-OBJ   Congestion Control: API congestion control mechanisms are responsible for monitoring and controlling the 

traffic of the calls that are made to an API. These mechanisms proactively monitor and control the number of clients’ 

requests to an API and if the traffic exceeds the capacity of the API and the backend services, they return the traffic 

to a level that can be handled by the API. API throttling mechanisms are specifically designed to slow down and keep 

the traffic of requests at a manageable level. Some concrete techniques to throttle the traffic of requests include spike 

arrest policy, consumption quota, and concurrent rate limit. 

  DES-TECH   Spike Arrest Policy: The objective of spike arrest policy is to limit the total amount of calls that can be 

made to an API by all the clients over a period of time. To this objective, spike arrest distributes the traffic of API 

calls evenly among equal time frames. If the traffic of API calls is above the limit of spike arrest in a time frame, then 

the request will be dropped and not be responded by the API. This mechanism is mainly suggested to control the 

traffic of API calls during peak hours and to protect the API from unexpected bursts in the requests.  
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  DES-TECH   Consumption Quota: The objective of consumption quota (also referred to as rate limit) is to keep the 

traffic of API calls that are made by each client application within the capacity of the API. For this purpose, a quota 

is defined for each client limiting the numbers of calls that the client can make over a specific period. If the number 

of the calls made by client exceeds the limit, they will be dropped off and not responded. Quota limits the requests of 

each client but has no control over the total amount of requests made by all the clients. 

  DES-TECH   Concurrent Rate Limit: The objective of concurrent rate policy mechanism is to limit the number of sim-

ultaneous connections that can be made by an API to the back-end systems. If the number of connections exceeds the 

limit then the clients’ requests are rejected.  

 DES-OBJ   Backend Service Replication: Replication and redundancy is a common group of mechanisms to prevent 

the failure. In these mechanisms, the backend services and systems are duplicated and sometimes distributed geo-

graphically so that once one instance of the service fails, other instances can provide service.  

  DES-OBJ    Failure Recovery: The backend systems of API may fail momentarily and permanently. Mechanisms need 

to be in place that allow the API to manage requests until the backend systems return to service. One mechanism to 

handle recovery period is to provide fallbacks. 

  DES-OBJ    Providing Fallbacks: Alternative and back-up plans should be in place when the API provider or the back-

end services fail and cannot respond to the clients.  Two concrete techniques to provide alternative plans include: 

returning empty responses to the clients during failed time and returning cached responses. 

  DES-TECH   Returning Empty Responses: In case of failure, the API returns responses with empty body. 

  DES-TECH    Returning Cached Responses: In case of failure, the API returns cached responses to similar requests. 

  DES-OBJ    Threat Management: Malicious clients may attack an API in various ways and damage the health and 

operation of the API and the backend systems. Threat management mechanisms need to be in place that protect an 

API against potential attacks of malicious clients. 

  DES-OBJ    Threat Detection: Threat detection mechanisms are responsible for monitoring and proactively detecting 

any kind of malicious access to an API and the back-end systems. Two threat protection mechanisms include: detecting 

unusual request patterns and detecting unusual requests loads for an API. 

  DES-OBJ    Detecting Unusual Request Patterns: The goal of these mechanisms is to detect unusual access patterns to 

an API, and to block these requests or provide alert for them.  

  DES-OBJ    Detecting Unusual Request Loads: The goal of these mechanisms is to detect unusually high number of 

API calls in the API requests, and to block these requests or generate alert for them. 

  DES-OBJ    Threat Prevention: Threat prevention mechanisms are responsible for monitoring and detecting any kind 

of malicious access to an API and the back-end systems. 
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5 Trade-Offs of the Design Techniques 

We extracted and structured the trade-offs of 22 design techniques into the body of WEBAPIK as reviewed in the 

following. 

5.1 Trade-Offs of API Access Authorization Techniques  

The trade-offs of access authorization techniques are summarized in  Figure 20  to  Figure 24 and described in the 

following.  

5.1.1 API-Key Trade-Offs 

  EFFECT    Accessibility – Access Simplicity: (+) (Strong). The potential clients can easily access the API and the back-

end system by registering with the API provider and obtaining an API key. The only barrier and security check that is 

performed to access an API is the providing the key which can be easily obtained. 

  EFFECT    Usability – Usage Simplicity: (+) (Strong). An API can be simply used by presenting a key to the API provider. 

There are low security barriers to use an API. 

  EFFECT    Performance – Latency: (+) (Strong). Low overhead is added to the communications between a client and 

an API provider to allow access to an API.  

  EFFECT    Security – Access Confidentiality: (+) (Weak). API-Key provides low level of confidentiality for accessing 

to an API. The client (the provider of the key) is only authorized and not authenticated.  Since API-Key is not encrypted 

or signed, it is exposed to eaves-dropping attacks. 

  EFFECT    Security – Message Confidentiality: (-) (Strong). The API-key is usually not encrypted. This exposes the key 

to eaves dropping attacks.  

  EFFECT    Privacy: (-) (Strong). The API-key does not have any mechanism to ensure the privacy of the related human 

users upon access to the API.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [11], [76], [77]. 
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Figure 20 API-Key Trade-Offs 
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5.1.2 Username and Password Trade-Offs 

  EFFECT    Accessibility – Access Simplicity: (+) (To Some Extent): The end user and the client application can easily 

access the API via presenting the end-user’s credentials.  

  EFFECT    Usability – Usage Simplicity. (+) (Strong): The only barrier and security overhead to use an API is to provide 

the end-user’s credentials. Username and password provide a basic and simple mechanism to access an API. 

  EFFECT    Performance – Latency: (-) (To Some Extent): Low overhead is added to the communications between the 

client and the API provider to authenticate the end user. Only one round of additional interactions between the client 

and the API provider is required to access an API in which a human user is also involved. However, encryption and 

decryption of the end-user’s credential adds additional operations and time to these interactions. 

  EFFECT    Security – Access Confidentiality: (+) (Weak): Username and password is the minimum mechanism that can 

be used to verify the identity of the end user and authorize access. 

  EFFECT    Security – Message Confidentiality. (+) (To Some Extent). Encrypting the credentials has positive impact on 

the confidentiality of the messages that are communicated between a client and an API provider. 

  EFFECT    Privacy. (+) (Weak): Obtaining user’s credential helps obtain the permission and consent of the end user 

before giving access to the data, information and services that belong to the user.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [11].  
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Figure 21 Username and Password Trade-Offs 

5.1.3 Certificate-Based Authentication Mechanism X.509 Trade-Offs 

Accessibility – Access Simplicity: (-) (Strong): Two-way and mutual authentication creates difficult barriers to access 

and API and is specifically used for obtaining access to protected APIs. Both the client and the API provider should 

authenticate and verify the certificate of each other before they can communicate. Moreover, obtaining a certificate to 

access the API is not an easy process for clients and requires interactions with identity providers. 

  EFFECT    Usability – Usage Simplicity: (-) (Strong): The client applications and services require to obtain a certificate 

to be able to use the API. Using public and private keys and obtaining certificates by both the client and the API 

provider makes the API difficult to use.  

  EFFECT    Performance – Latency: (-) (To Some Extent): The additional rounds of interactions between the client and 

the API provider required to validate each other and the encryption and decryption of the message exchanges have 

negative impacts on the response time of the API, and specifically on the time that is required to set up an access to 
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an API. Additional rounds of interactions between a client and an API provider have stronger negative impact than 

the time required to encrypt and decrypt the communicated messages. 

  EFFECT    Security – Access Confidentiality: (+) (Strong): Two-way and certificate-based authentication increases the 

security of access to an API and increases the trust of each party in the authenticity of the other. This technique is 

mainly used to provide access to protected APIs.  

  EFFECT    Security – Message Confidentiality: (+) (Strong): Using secure connections between the client and the API 

providers and encrypting the messages using public and private keys helps protect the confidentiality of the interac-

tions between the client and the API provider.  

  EFFECT    Security – Privacy. (-) (Strong): This technique does not consider any mechanism to obtain the consent of 

the data or service owner before authorizing access to the API. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [11].  
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Figure 22 Mutual Authentication X.509 Trade-Offs 

5.1.4 Open Authorization Version 2 Trade-Offs 

  EFFECT    Accessibility – Access Simplicity. (-) (To Some Extent): OAuth 2.0 involves end-user in permitting access to 

an API. Even if the end-user permits, the access to the API will be temporary and over a specific period. In OAuth 

2.0, the level of access can be controlled using the refresh tokens which identify the allowed period of access and the 

number of accesses to an API. When the refresh token expires, the client should re-obtain the permission of the end-

user. 

  EFFECT    Usability – Usage Simplicity. (-) (To Some Extent): In OAuth 2.0, several rounds of interactions are required 

between the client and the API provider to obtain access or refresh token to call an API. These interactions should be 

repeated once the token expire after a specific period. 

  EFFECT    Performance – Latency. (-) (To Some Extent): Involvement of the end-user (a human user) in the authoriza-

tion process significantly impacts the waiting time of a client application to obtain access and call an API. 

  EFFECT    Security – Access Confidentiality: (+) (To Some Extent). Access to an API is authorized with the permission 

of the resource owner. Moreover, the resource owner who permits access to the API is authenticated via presenting 

credentials. The client application will receive encrypted tokens upon the permission.  These checks have positive 

impact on access confidentiality to some extent. 
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  EFFECT    Security – Message Confidentiality: (+) (To Some Extent):  Interacting over secure connections as required 

in O-Auth 2.0 helps protect the confidentiality of communications between the client and the API provider to some 

extent. 

  EFFECT    Security – Privacy: (+) (To Some Extent): The API provider obtains the permission and consent of the end-

user before allowing a client application to access an API. Moreover, the access permission is temporary and is valid 

for a specific period. Therefore, the end-user can decide when to stop giving access to a client application. However, 

during the period that the refresh tokens are valid, clients are allowed to access the API without asking the user for a 

period for more than once. This has some negative effect on the privacy of users. 

Type of Supporting Evidence:  Qualitative reasoning, expert opinion[10], [11], Formal Proof [83], and Empirical Eval-

uation[17], [84], [85], [86], [87], [88]. 
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Figure 23 Open Authorization Version 2.0 Trade-Offs 

5.1.5 OpenID Connect Trade-Offs 

  EFFECT    Accessibility – Access Simplicity: (-) (To Some Extent): Involvement of the end-user and authentication server 

in the authorization and authentication process creates barrier for accessing an API. 

  EFFECT    Usability – Usage Simplicity: (-) (To Some Extent): In OpenID Connect, a client should interact with both an 

end-user and an authentication server. These interactions harden the use of an API. 

  EFFECT    Performance – latency: (-) (Strong):  Additional rounds of interactions between an end-user and an authen-

tication server are required to verify the identity of the end-user. The involvement of the end-user and an authentication 

server in the authentication and authorization process significantly impacts the latency of an API. 

  EFFECT    Security – Access Confidentiality: (+) (To Some Extent): Verifying the identity of an end user increases the 

confidence of the API provider in the end-user who is permitting access to an API. Moreover, since the identity of the 

end-user is confirmed by a party that is trusted by both the client and the API provider, both parties can have confi-

dence in the authentication results to some extent. 

  EFFECT    Security – Message Confidentiality: (+) (To Some Extent): Communications between clients and API pro-

vider and occur over secure connection channels. Secure channels help ensure the confidentiality of the exchanged 

messages to some extent. 

  EFFECT    Security – Privacy: (+) (To Some Extent): The permission and consent of the end-user is obtained to expose 

end-user’s information to a client application. However, the end-user may have little control over what identity infor-

mation is revealed to the authentication server, or to the API provider. Moreover, when the user has several interactions 
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with an authentication server, the authentication server may obtain unauthorized knowledge about the interactions of 

the end user. 

Type of Supporting Evidence:  Qualitative reasoning, expert opinion [82], Formal Proof [93], and Empirical Evaluation 

[18], [89], [90], [91], [92], [94], [95], [96]. 
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Figure 24 OpenID Connect Version 1.0 Trade-Offs 

5.2 Trade-Offs of API Throttling Techniques 

The trade-offs of API Throttling techniques are summarized in  Figure 25  to Figure 27 and described in the following.   

5.2.1 Spike Arrest Policy Trade-Offs  

  EFFECT    Performance – Availability: (-) (To some Extent): In spike arrest policy, there are times that the API does not 

respond to the clients’ requests and the requests are dropped off. This negatively affect the availability of the API. 

  EFFECT    Performance – Latency: (-) (To Some Extent): The API may not respond in a timely manner to the clients if 

the number of API calls is above the threshold. Client needs to call the API until it becomes available.  

  EFFECT    Security – Robustness: (+) (Strong): Controlling the traffic of API calls and keeping the traffic limit within 

the capacity of API helps control the request load of the API and the backend services and ensures healthy operation 

of backend services. Moreover, controlling the traffic of API calls helps the continuous operation and stability of the 

API and back-end systems over time. Smoothing out the traffic helps protect the API against denial-of-service attacks.  

  EFFECT    Security – Reliability – Integrity (-) (To Some Extent): It is not guaranteed that the clients’ requests will be 

responded by the API. The calls made beyond the limit of spike arrest will be dropped off. It is not ensured that the 

client will receive a response from an API. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [81] 
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Figure 25 Spike Arrest Trade-Offs 



35 

 

5.2.2 Consumption Quota Trade-Offs 

  EFFECT    Accessibility – Access Frequency (-) (To Some Extent): The access of the clients to an API is limited to their 

quota. The clients do not have access to the API when the number of calls exceeds the client’s quota. 

  EFFECT    Security – Robustness. (+) (To Some Extent): Defining a consumption quota for each client helps keep the 

requests of client within the capacity of the API and the back-end systems and helps avoid denial of service-attacks. 

However, it does not control the bursts in requests traffic. 

  EFFECT    Security – Reliability – Integrity. (+) (Strong): Since a client knows how many calls it can make to an API; it 

is assured that the calls made within the specified quota will be responded by the API provider. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [77], [81]. 
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Figure 26 Consumption Quota Trade-Offs 

5.2.3 Concurrent Rate Limit Trade-Offs 

  EFFECT    Performance– Availability: (-) (To Some Extent): Rate control affects the availability of API services. If the 

number of simultaneous requests exceeds the concurrency rate, the requests of clients will be dropped off. 

  EFFECT    Performance – Latency: (-) (To Some Extent): It is not guaranteed that the API responds the requests in a 

timely manner. If the requests of clients exceed the concurrency rate, they will not be responded. Hence, the clients 

should attempt several times to call the API until they receive a response.  

  EFFECT    Security – Robustness: (+) (Strong): Controlling the number of connections to the back-end systems posi-

tively contributes to the service continuity and stability of the API and back-end services and ensures that the request 

load will not exceed the capacity of the backend systems. 

  EFFECT    Security – Reliability – Integrity: (-) (To Some Extent): It is not guaranteed that the requests of clients will be 

responded by the API. Those calls that pass the concurrent rate limit will be dropped off. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [81].  
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Figure 27 Concurrent Rate Limit Trade-Offs 

5.3 Trade-Offs of API Communication Techniques 

The trade-offs of API communication techniques are summarized in  Figure 28  to Figure 31 and described in the 

following.  

5.3.1 Trade-Offs of One-to-One Synchronous Communication Mechanism 

  EFFECT    Performance - Throughput: (-) (Strong): The back-end services process the requests of the clients one by 

one and in the order of the arrival of the requests. Responding the incoming requests begins when the current requests 

are responded. This one-by-one and in-order processing significantly impacts the throughput of the API. 

  EFFECT    Performance – Latency: (+) (Strong): The clients are assured and guaranteed that they will receive a response 

within a predefined time limit. 

  EFFECT    Security – Robustness (-) (To Some Extent): In synchronous communications, there is no failure prevention 

mechanism. If the API is not available for some time, the requests will be dropped off and no response will not be 

provided.  

  EFFECT    Security – Reliability – Integrity: (+) (To Some Extent): The clients know how long to wait to receive a 

response. If a response is not received within the pre-determined time limit, the clients can follow up with the request.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [39].  
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Figure 28 One-To-One Synchronous Communication Trade-Offs 

5.3.2 Trade-Offs of One-to-One Asynchronous Communication Mechanism 

  EFFECT    Performance – Throughput: (+) (Strong): The request and response queues in the asynchronous communi-

cation decouple the behavior and operation of clients from the API provider. Since the API provider can decide when 
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to respond to the clients’ request, the requests does not interrupt the operation of the back-end systems. Moreover, the 

clients’ requests do not need to be responded one by one in the order of arrival.  

  EFFECT    Performance – Latency: (-) (To Some Extent): Since the requests are not responded in the order of arrival, 

there is no guarantee that the clients will receive a response in a reasonable or prespecified time limit. It is also possible 

that the requests wait in the request queues for unlimited amount of time or be dropped of the request queues when 

the queues are full. 

  EFFECT    Security - Robustness (+) (To Some Extent): The request queue acts as a buffer between the client and the 

back-end services. If the back-end services are not available for some time, the requests can be queued up and be 

responded later after the recovery of the back-end systems. 

  EFFECT    Security – Reliability - (Integrity) (-) (To Some Extent): If the request queue gets full (i.e., the size of request 

queue is smaller than the number of requests that arrive in a time unit), the subsequent requests will be dropped off 

the queue and not responded.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [39].  
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Figure 29 One-To-One Asynchronous Communication Trade-Offs 

5.3.3 Trade-Offs of (One-to-One) Synchronous to Asynchronous Communication Mechanism 

  EFFECT    Performance – Throughput (+) (Strong): Since only the interface of the API provider is synchronous and 

the order in which the clients’ requests will be responded can be controlled by the API provider, the throughput of the 

API can be controlled. 

  EFFECT    Performance - Latency (+) (To Some Extent): In synchronous to asynchronous mechanism, the API provider 

guarantees to provide a response within a specified time limit while the back-end services work asynchronously.  This 

has positive impact on the latency of the API. 

  EFFECT    Security –Robustness (+) (Strong): The API acts as a buffer between the client and the back-end services. If 

the back-end services are not available for some time, the requests can be queued up and be responded later although 

the client is communicating synchronously. 

  EFFECT    Security – Reliability – Integrity. (+) (Strong):  In this mechanism, there is a guarantee for delivery of the 

clients’ requests to the back-end services and for responding the clients’ request.  The API will try until it receives the 

response of the backend services and sends the response back to the clients. If the back-end services are not available 

for some time the clients’ requests will be queued. 
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  EFFECT    Interoperability – Flexibility in Communication Protocol (+) (To Some Extent): This mechanism allows 

clients with different communication mechanisms communicate with the back-end services. The communication style 

of the clients can be different from the back-end services.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [65]. 
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Figure 30 One-To-One Synchronous-To-Asynchronous Communication Trade-Offs 

5.3.4 Trade-Offs of One-to-Many Publish and Subscribe Mechanism 

  EFFECT    Accessibility – Access Simplicity: (+) (To Some Extent): Subscribers can access the messages by registering 

and subscribing to the publisher. Subscribing to the publisher is done once upon registration, and the subscribers can 

access the related messages easily.   

  EFFECT    Extensibility – Server-Side Extensibility and Client-Side Extensibility: (+) (Strong): In this mechanism, new 

back-end services and clients can be easily added or removed from the system at run-time. Clients and back-end 

services have little or no information about each other or the topology of the system or when an update happens. Thus, 

publishers and subscribers are decoupled both in terms of location and time.  

  EFFECT    Performance – Response Time: (-) (To Some Extent): Publishers become an intermediate between the clients 

and the back-end services, and additional interactions should happen to inform the target audience of the updates. 

These additional interactions may take up some additional time. 

  EFFECT    Security – Access Confidentiality: (+) (Weak): The access to the data can be controlled centrally by the 

publisher. 

  EFFECT    Security – Reliability - Integrity: (-) (To some extent): It is not guaranteed that the published messages are 

received by all the subscribers. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [39], and empirical evaluation [97], [98], 

[100], [101], [102], [103] 
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Figure 31 One-To-Many Publish and Subscribe Trade-Offs 

5.4 Trade-Offs of API Gateway Design Techniques 

The trade-offs of API gateway design techniques are summarized in Figure 32 to Figure 33 and described in the 

following.  

5.4.1 Central API Gateway Trade-Offs 

  EFFECT    Server-Side Extensibility (+): (Strong): API gateway hides the details of the back-end services, how they 

work and how they provide service. Thus, the back-end services can change easily without affecting the clients. 

  EFFECT    Performance – Throughput (-): (To Some Extent): A central gateway becomes the single point of access to 

the back-end systems and becomes a bottleneck specifically when the load of clients’ requests is high. 

  EFFECT    Performance – Response Time (-): (To Some Extent): A central gateway adds another component (an inter-

mediary) between the clients and the back-end services, increasing the number of interactions required to respond to 

a single request. 

  EFFECT    Security – Access Confidentiality (+): (To Some Extent): Since clients interact with the API gateway, The 

API gateway protects the back-end systems and services from direct access and hides the information and the details 

of back-end systems from the clients. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [14], [103].  
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Figure 32 Central Gateway Trade-Offs 

5.4.2 Multiple API Gateways (Back-End for Front-End) Trade-Offs 

  EFFECT    Server-Side Extensibility (+): (Strong): API gateways hide all the details of the back-end services, how they 

work and how they provide service. The back-end services can change easily without affecting the clients. 

  EFFECT    Performance – Throughput (+): (To Some Extent): The load of requests is distributed between multiple 

gateways each of which address a separate group of clients and improves the throughput of the API. 

  EFFECT    Performance – Response Time (-): (To Some Extent): Gateways adds another component (an intermediary) 

between the clients and the back-end services, increasing the number of interactions required to respond to a single 

request. 
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  EFFECT    Security – Access Confidentiality (+): (To Some Extent): Since the clients interact with the API gateways, 

the gateways protect the back-end systems and services from direct access. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [14], [59] 
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Figure 33 Multiple API Gateways Trade-Offs 

5.5 Trade-Offs of Service-Registration Techniques 

The trade-offs of service registration techniques are summarized in Figure 35  to Figure 34 and described in the fol-

lowing.  

5.5.1 Self Registration Trade-Offs 

  EFFECT    Usability – Usage Simplicity: (-) (To Some Extent): In self registration, all the burden and responsibility of 

service registration is shifted towards the clients (the services that want to register themselves as service provider).  

  EFFECT    Server-Side Extensibility (+): (To Some Extent): Clients can easily register and deregister themselves as 

service provider at run-time. The run-time registration has positive impact on the extensibility of the service-providers. 

  EFFECT    Security – Access Confidentiality (-): (To Some Extent): The details of service registration and the service 

registry is exposed to the clients. Clients have direct access to the service registry and have visibility into the details 

of service registration. This direct access and visibility may be misused by malicious clients. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [62], [63]. 
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Figure 34 Self-Registration Trade-Offs 
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5.5.2 (Server-Side) Third-Party Registration Trade-Offs 

  EFFECT    Usability – Usage Simplicity: (+) (Strong): Since the third-party registrar or the API provider are responsible 

for registering, looking up, and deregistering the back-end services, all the burden of registration is removed away 

from the clients (i.e., the services that want to register themselves).   

  EFFECT    Server-Side Extensibility (+): (Strong): Server-side or third-party registrations hides the details of service 

registration and the service registry table from the clients. The registration mechanism can easily change without 

affecting the clients.  

  EFFECT    Security – Access Confidentiality (+): (To Some Extent): The details of service registration and the service 

registry is controlled by the API provider. The clients do not have any information and direct access to the service 

registry. This protects the API provider from malicious clients. 

Type of Supporting Evidence:  Qualitative reasoning and expert opinion [62], [64]. 
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Figure 35 Third-Party (Server-Side) registration Trade-Offs 

5.6 Trade-Offs of Service Discovery Techniques  

The trade-offs of access service discovery techniques are summarized in Figure 34  to  Figure 37 and described in the 

following.  

5.6.1 Trade-Offs of Server-Side Service Discovery 

  EFFECT    Usability – Usage Simplicity: (+) (Strong): In server-side discovery and service mapping, the burden of finding 

instances of the related services is shifted towards the API. Thus, a single and easier-to-use point of access to a com-

plicated backend system is exposed towards the clients.  

  EFFECT    Server-Side Extensibility (+): (Strong): Server-side discovery hides the details of the back-end services, their 

location, as well as discovery and load balancing mechanisms from the clients. Thus, backend services can easily be 

added, removed, or modified without affecting the clients. 

  EFFECT    Performance – Latency (+): (Strong): Server-side discovery reduces the number of interactions between the 

client and the server. Minimizing the interactions between the clients and the API provider, has strong positive effect 

on the latency of web APIs.  
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  EFFECT    Performance – Throughput: (+) (To Some Extent): Server-side service discovery help reduce the number of 

interactions between a client and an API, reduce the request load of the API provider, and finally increase the number 

of requests that can be responded per time unit. 

  EFFECT    Security – Access Confidentiality: (+) (To Some Extent): The internal logic of the back-end services remains 

hidden from the clients. Hiding the logic of operation protects the back-end services from security attacks.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [62], [68], [103], [104]. 
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Figure 36 Server-Side Service Discovery Trade-Offs 

5.6.2 Trade-Offs of Client-Side Service Discovery 

  EFFECT    Usability – Usage Simplicity: (-) (To Some Extent): All the burden and responsibility of service discovery, 

load balancing and routing is shifted towards the clients. Clients should interact with several finer grained APIs or 

should implement some part of load balancing logic themselves to find the right instance of the back-end services. 

This makes the use of an API difficult. 

  EFFECT    Server-Side Extensibility (+): (To Some Extent): Service discovery helps service instances dynamically 

change and be added or removed at run-time. This has positive impact on server-side extensibility. 

  EFFECT    Performance – Latency (-): (To Some Extent): In client-side service discovery, multiple rounds of interaction 

should be performed to find an appropriate service instance. This imposes additional delays before a client can access 

a service. 

  EFFECT    Performance – Throughput: (-) (To Some Extent): Multiple rounds of interactions between clients and the 

API provider is required to an answer a client’s request. These additional interactions which can be slow over the web 

has negative impact on the throughput of the API provider. 

  EFFECT    Security – Access Confidentiality: (-) (To Some Extent): The internal details of the back-end services is visible 

and exposed to the clients. Exposing the logic of operation towards clients increases the chances of malicious misuse.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [62], [69], [103], [104]. 
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Figure 37 Client-Side Service Discovery Trade-Offs 

5.7 Trade-Offs of API Mapping and Composition Techniques  

The trade-offs of API mapping and composition techniques are summarized in Figure 38 to Figure 39 and described 

in the following.  

5.7.1 Trade-Offs of Server-Side API Mapping and Composition 

  EFFECT    Usability – Usage Simplicity (+) (Strong): Server-Side API composition increases the granularity of the 

provided services to the clients and allows to expose a simple and single API that hides the complexity of the involved 

back-end services.  

  EFFECT    Server-Side Extensibility: (+) (Strong): API composition encapsulates the details of the back-end system from 

the client and minimizes the interactions between the client and the backend services. The backend services can be 

easily extended, added, and removed without involving the clients. 

  EFFECT    Performance – Latency: (+) (Strong): API composition helps reduce the number of interactions between a 

client and an API to respond to a single request. Reducing the number of interactions is important in web APIs since 

interactions over internet may have considerable delays. 

  EFFECT    Performance – Throughput: (+) (To Some Extent): API composition helps reduce the number of interactions 

between a client and an API, reduces the request load of the API provider and thus increases the number of requests 

that can be answered per time unit. 

  EFFECT    Security – Access Confidentiality: (+) (To Some Extent): The details of the backend services remain hidden 

from the clients. Hiding the logic of operation protects the back-end services from security attacks.  

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [65], [66], [67]. 
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Figure 38 Server-Side API Mapping Trade-Offs 

5.7.2 Trade-Offs of Client-Side API Mapping and Composition 

  EFFECT    Usability – Usage Simplicity (-) (To Some Extent): In this design, the burden of API composition is shifted 

towards the clients. The clients should understand the logic of several fine-grained APIs, find and interact with the 

related APIs to receive a response to their requests. Shifting composition responsibility makes the use of the API 

difficult. 
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  EFFECT    Server-Side Extensibility: (+) (To Some Extent): The backend services and APIs can change dynamically 

over time and be added or removed easily at run-time.  

  EFFECT    Performance – Latency: (-) (To Some Extent): To receive a response, clients should interact in several rounds 

with the related API and make several calls. These interactions increase the latency of receiving a response. 

  EFFECT    Performance – Throughput: (-) (To Some Extent): Multiple rounds of interactions between clients and the 

API provider is required to an answer a single request. These additional interactions which may be slow over the web 

has negative impact on the throughput of the API provider. 

  EFFECT    Security – Access Confidentiality: (-) (To Some Extent): The back-end APIs are exposed towards the client. 

This exposure may create potential security threats since back-end APIs are visible towards the clients. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [65], [66], [67]. 

 

Figure 39 Client-Side API Mapping Trade-Offs 

5.8 Trade-Offs of Service Orchestration Design Techniques 

The trade-offs of service orchestration techniques are summarized in Figure 40 to Figure 41 and described in the 

following.  

5.8.1 Trade-Offs of Server-Side Two-Phase Transaction Management Technique 

  EFFECT    Usability – Usage Simplicity (+) (Strong): Hiding the complexity of the back-end systems facilitates the use 

of API by reducing the responsibility of the client in using an API.  

  EFFECT    Server-Side Extensibility: (+) (To Some Extent): Server-Side coordination reduces the coupling between the 

client and the backend systems. Backend services can dynamically change at runtime without involving the clients. 

  EFFECT    Performance – Latency (+) (Strong): Coordination of the backend services by the API provider reduces the 

number of interactions between the client and the API provider, reduces the number of API calls required to receive a 

response, and has positive effect on the latency of an API.  

  EFFECT    Performance – Throughput (+) (Strong): Coordination of the backend services reduces the number of inter-

actions between the client and the API provider and reduces the number of API calls. Reducing the number of API 

calls reduces the request load of the API provider.  
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  EFFECT    Security – Robustness (+) (To Some Extent): It is possible that some of the backend services are not available 

for a while. As a result, the coordination should resume and continue until all the involved services are available. 

Coordinating the services on the API provider side avoids these problems to be visible to the client. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [65] 
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Figure 40 Server-Side Two-Phase Transaction Management Trade-Offs 

5.8.2 Trade-Offs of Client-Side Two-Phase Transaction Management Technique 

  EFFECT    Usability - Usage Simplicity (-) (Strong): Shifting the responsibility of synchronizing and orchestrating the 

related services towards clients strongly impacts the usability of the provided service. If any of the related back-end 

services fail, the client should repeat multiple rounds of interactions to finally receive a response. 

  EFFECT    Server-Side Extensibility: (+) (To Some Extent): Instances of backend services can change dynamically at 

run-time.  

  EFFECT    Performance - Latency (-) (Strong): Additional interaction and orchestration load is imposed to receive a 

final response. This interaction load significantly lengthens the time to receive a response.  

  EFFECT    Performance – Throughput (-) (Strong): Multiple additional rounds of interactions between the API provider 

and the clients are required to synchronize the related backend services. If any of the related services is unavailable, 

all the interactions to orchestrate should be repeated. This significantly impact the number of requests that can be 

responded per time unit. 

Type of Supporting Evidence:  Qualitative reasoning, and expert opinion [65]. 

 

Figure 41 Client-Side Two-Phase Transaction Management Trade-Offs 
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6 Discussion 

In this study, we have extracted, collected, and structured a body of design knowledge about addressing non-functional 

requirements in Web APIs from 80 heterogenous online resources. In the following, we discuss our observations from 

performing these steps: 

• Expert discussions form a considerable proportion of the included resources.  As shown in Figure 1, expert 

discussions (i.e., books, design standards, weblogs and tutorials, and vendor white papers) form 41% of the 

included resources in this study. This large proportion of non-scholarly discussion may seem unconventional 

to the customary scientific literature reviews. However, this distribution of the selected resources arises from 

two factors: First, the research questions raised in this paper are related to the design techniques and their 

trade-offs. It is inherent to design techniques to be mostly introduced or discussed by practitioners. Thus, it 

is expected that expert discussions build a considerable proportion of the selected resources. Second, the 

distribution represents the availability of literature on the specific topic under study and suggests that schol-

arly discussions are still sparse on this topic. In such circumstances, expert discussions can not be filtered out 

since gathering, structuring, and analyzing expert discussions provides a substrate for extending scholarly 

discussions.  

• Scholarly discussions mainly focus on non-functional requirements while expert discussions mainly focus on 

design techniques. Both discussions address the trade-offs of the design techniques to a few extent using 

different approaches. Out of the 47 included scholarly discussions (appearing the form of journal, conference, 

and workshop papers) 20 listed, defined, discussed, or evaluated one or several non-functional requirements, 

25 analyzed or evaluated a design technique against one or several non-functional requirements, and only 

two listed a set of design techniques (The focus of the included research papers is identified in Appendix I). 

In contrast, all the 36 included expert discussions (appearing in the form of books, weblogs, vendor white-

papers, tutorials, and design standards) mainly focused on listing, defining, or discussing one or several de-

sign techniques. Moreover, both scholarly and expert discussions sparsely addressed the trade-offs of one or 

several design techniques. The former mostly used formal analysis, proofs, or experiments to analyze or 

evaluate a design technique, while the latter only used anecdotal evidence and qualitative reasoning adopting 

some form of the template introduced for design patterns [32] either implicitly or explicitly. 

• API usability and API security are frequently discussed in scholarly discussions, and API security is fre-

quently discussed in expert discussions. Other identified non-functional requirements have been barely dis-

cussed in both scholarly and expert discussions. 59% of the 47 included scholarly discussions were either 

dedicated to API security or API usability: 17 resources merely focused on analysing and evaluating security 

of some design techniques, and 13 resources merely focused on defining, characterizing, or evaluating API 

usability, whereas other API non-functional requirements were sparsely addressed in the scholarly discus-

sions. For example, only one resource discussed API visibility and only 4 papers were dedicated two API 

performance, while one of these papers were about the performance evaluation of an API security technique. 

Moreover, 32% of the 34 included expert discussions were merely dedicated to API security including (3 

books, 6 design standards, and 2 whitepapers). These statistics suggest that very little attention has been given 
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to characterization and realization of other categories of the identified non-functional requirements in both 

scholarly and expert discussions. 

• Various terms, definitions, and characterizations are provided for API non-functional requirements in schol-

arly discussions.  While extracting non-functional requirements from the included resources, we noted that 

different resources define and characterize the same non-functional requirements differently. One prominent 

example is API Usability. Various resources(e.g., [8], [40], [44], [47], [51]) characterize this requirement 

differently and even studies are dedicated to gather and analyse all these definitions and characteristics [49]. 

To mitigate this variation when structuring non-functional requirements in this study, we have taken two 

actions: (1) we have considered the commonalities in various terms, definitions, and characterizations. (2) 

We have cross-checked the terms, definitions, and characterizations with ISO / IEC 25011 standard [33] and 

have used its definitions and classifications as a reference where applicable and have customized and ex-

tended them for web APIs. As a result of these two actions, the classification and definition of the non-

functional requirements that has been provided in this study differ from both the included resources (the 

terms and the definitions are different from the included studies) and ISO / IEC 25011 standard (the terms, 

definitions, and classifications focus on Web APIs).  

• Evaluation and measurement of API non-functional requirements has received little attention in scholarly 

discussions and no attention in expert discussions. Out of the nine categories of non-functional requirements 

identified in this study, we only found some scholarly resources on evaluating API usability [44], [45], [46], 

[47], [48], [49], [50], [51] and a few resources on evaluating API performance [37], [53]  and API security 

[53].  We found no resource discussing the evaluation of the other six categories of identified non-functional 

requirements. These statistics suggest that little attention is given to measuring and evaluating non-functional 

requirements in APIs in both scholarly and expert discussions. 

• Qualitative reasoning and expert opinion is mostly the only type of available evidence supporting the trade-

offs of the identified design techniques. The only type of supporting evidence supporting for 19 out of the 22 

design techniques for which we could identify some trade-offs is qualitative reasoning and expert opinion. 

This statistic suggests that very little attention is given to rigorous analysis and evaluation of web API design 

techniques against non-functional requirements both in scholarly and expert discussions.  

• Scholarly discussions only focus on the analyzing design frameworks against non-functional requirements. 

3 out of the 22 design techniques for which we could identify some trade-offs (namely OpenID Connect, 

Open Authorization, and Publish and Subscribe), were supported by some form of scientific evidence. How-

ever, these design techniques are rather design frameworks and can be implemented with various details. As 

emphasized in the related resources, two factors namely implementation details and the study settings influ-

ence the trade-offs the studied designs [17], [85], [86], [87], [88], [89], [98], [58], [100], [101], [102]   

• Little attention has been given to addressing non-functional requirements through design techniques and 

evaluating and analysing the trade-offs of design techniques against non-functional requirements in both 

scholarly and expert discussions. In this study, we could identify nine groups of non-functional requirements, 

but could only associate design techniques to five groups of them. Moreover, we could identify 37 concrete 

design techniques, whereas we could pinpoint some trade-offs for 22 of these techniques. This decrease from 
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non-functional requirements to design techniques, and from design techniques to trade-offs suggests that 

little attention has been given to the relations between design techniques and non-functional requirements in 

both scholarly and expert discussions. 

7 Threats to Validity 

Several precautions should be taken in referring to the design knowledge integrated into WEBAPIK. In the following, 

we discuss the threats to the reliability and validity of the presented design knowledge. 

7.1 Threats to Internal Validity 

Internal validity examines the extent to which the research steps performed to obtain the research results are free from 

bias and error [105]. In this following, we discuss how the collection, extraction and aggregation steps may have 

influenced the quality of the design knowledge compiled in WEBAPIK.  

The collection of the knowledge resources could have been impacted by three factors: (a) the used search engines, (b) 

the period in which the resources were collected, and (c) the search process. Moreover, the organization of the design 

knowledge could have been influenced by the performed extraction and aggregation steps. 

It is plausible that specific search engines or repositories do not index some resources or neglect showing the related 

resources in their top results based on the ranking algorithms they adopt.  To minimize this influence, we have taken 

three steps: (1) We have used two web search engines of Google Scholar and Google and five popular Computer 

Science and Engineering databases of Web of Science, IEEE Xplore, ACM Digital Library, SpringerLink, and Sci-

enceDirect. (2) We have performed the search and retrieval process in several rounds using the first set of extracted 

knowledge pieces as the input for the subsequent rounds of search to find further resources.  (3) We have investigated 

the top three pages of the results produced by the search engines and repositories. 

The date of resource collection is a threat to all systematic reviews and puts the comprehensiveness of the obtained 

knowledge from these reviews at risk. To reduce this risk, we have repeated the search and retrieval of the collected 

resources in two periods of March to August 2018 and August 2022. Thus, the resources related to the topic of this 

study that are made available after August 2022 are not included in this study. Nevertheless, we acknowledge that 

WEBAPIK is neither extensive nor comprehensive. Instead, it brings an initial structure to the design knowledge, 

provides evidence that the pieces of design knowledge related to this structure exist in scholarly and expert discussions, 

and shows that these pieces can be extracted and aggregated from various resource. Moreover, the initial structure 

brought to the design knowledge makes it amenable towards extension.  

The retrieval and selection of the knowledge resources has been done manually. Thus, the researcher errors and judge-

ment may have excluded some related resources from the collected and studied set. To mitigate the risk of human 

errors in resource collection and selection, we have taken two steps: (1) we systematized and elaborated the resource 

collection and selection steps to possible extent to reduce some biases and misinterpretations. (2) We have repeated 

these steps in several rounds in two different time periods. 
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The extraction and aggregation of the design knowledge from the selected resources is done manually. Hence, the 

researcher’s understanding, judgement, interpretation, and decisions may have altered the intention of the original 

information in the related resources. Moreover, it is possible that invalid structures and relationships are introduced in 

non-functional requirements, design techniques or trade-offs. To mitigate this risk, we have systematized and elabo-

rated the information extraction and aggregation steps to the extent possible to bring transparency to the performed 

steps. However, we acknowledge that incorporating multiple researchers to perform the knowledge collection and 

extraction steps would have addressed this risk more rigorously, although this action was impossible for us due to the 

limited resources allocated to this research. 

7.2 Threats to External Validity 

External validity examines the extent to which the results obtained from a research study can be generalized and 

applied to other contexts [105]. In the following, we discuss the reservations that threaten the reusability the design 

knowledge integrated into WEBAPIK.  

Four issues threaten the rigor of the trade-offs collected in WEBAPIK: (1) Most of the presented trade-offs in 

WEBAPIK are extracted from the communicated advice and experience of one or two practitioners. This type of 

knowledge which is referred to as “expert opinion” or “anecdotal evidence” has low scientific validity and reliability. 

(2) The available expert opinion only includes qualitative reasoning and arguments to analyze the trade-offs of the 

design techniques. These arguments can be biased and may rise from the advocacy for a design technique, particularly 

in the resources where the authors analyse the design techniques that themselves have introduced. Moreover, since 

the arguments has no firm basis or strong supporting evidence, it is plausible that the opinion of different experts 

varies about the trade-offs of the same design techniques. (3) For most of the identified non-functional requirements, 

we could find no evaluation metrics to quantify the fulfilment of the requirements in a design technique to compare 

design alternatives. (4) Even in cases where evaluation studies exist, the evaluation of most of the non-functional 

requirements can be influenced by two study-specific factors: (a) the detailed implementation of a technique and the 

implementation settings, (b) the detailed setting of the experiments.  

Nevertheless, it should be noted that all the enumerated weaknesses are inherent to the research questions raised in 

this study and mainly arise from the sparsity of scholarly discussions on the topic under study. First, design techniques 

and patterns are mainly introduced and analysed by experts. Hence, it is expected that expert opinion plays a significant 

role in the studies on design knowledge. Second, what can complement expert opinion is the availability of scientific 

studies and evidence which is absent due to the inadequacy of the scholarly discussions on the same topic. 

8 Related Work 

To develop WEBAPIK, we have systematically extracted, curated, and visualized knowledge about addressing non-

functional requirements in the design of web APIs. Each of these steps has been already attempted in previous research 

efforts (e.g., [31], [106], [107], [108], [109], [110], [111]) to collect and structure the knowledge about addressing 

non-functional requirements in various areas of software design and development. The research reported in this paper 
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complements the previous studies through systematizing, elaborating, and integrating all the knowledge extraction 

and curation steps, and applying these steps to structure the knowledge related to the unexplored domain of web API 

design. Moreover, this research furthers the existing literature on non-functional requirements by introducing one 

large and detailed body of structured knowledge about addressing non-functional requirements in a specific domain 

of software design. 

Capturing and reusing software design knowledge is a long-studied topic in the field of software engineering and 

particularly in software architecture. In numerous studies, such as [32], [112], [113], [114], [115], [116], [117], the 

knowledge about various domains of software design has been structured in the form of design patterns. Various 

research efforts emphasize the need for reusing architectural knowledge, e.g., [118], [119], [120], [121], [122]. Also, 

several rational methodologies and concepts have been proposed, including Architecture Trade-Offs Analysis Method 

(ATAM) [123], Architecture Rationale and Element Linkage (AREL) [124], and Trade-off-oriented Development 

(ToF) [125]) that consider the knowledge of various design alternatives and their trade-offs in making architectural 

design decisions. Furthermore, a separate strand of research [126] discuss the use of various information and 

knowledge sources to assist developers with their development activities. WEBAPIK complements the above lines of 

research via linking the idea of reusing design and architectural knowledge to non-functional requirements and provid-

ing concrete knowledge support for making rational design decisions in the domain of web API design. Moreover, to 

develop WEBAPIK, we have exploited and structured the corpora of design knowledge available on the internet to 

provide a substrate for design decision making. 

There are also a few attempts studying how to address or evaluate several non-functional requirements in the design 

of web APIs, e.g., [127] or collecting a body of API design techniques, e.g., [128], [129]. The research reported in this 

paper complements this strand of efforts through providing a detailed body of structured knowledge on non-functional 

requirements, design techniques to address these requirements and the possible trade-offs that should be made in 

selecting the identified design techniques. 

9 Conclusions 

Although dealing with non-functional requirements in software design has been long studied, there is still little guide 

on addressing these requirements in web APIs. To address this gap, in this paper, we presented WEBAPIK a body of 

structured knowledge on designing web APIs that contains 27 distinct non-functional requirements, 37 distinct design 

techniques to address some of the identified requirements, and the trade-offs of 22 design techniques. The knowledge 

compiled in WEBAPIK is extracted from 80 heterogenous online resources via performing a systematic and evidence-

based literature review.  

To the best of our knowledge, WEBAPIK is the first extensive study on addressing non-functional requirements in 

the domain of web APIs. Moreover, it furthers existing literature on non-functional requirements via structuring and 

compiling a large and detailed body of knowledge on defining and addressing these requirements in a specific domain 

of software design.  

In WEBAPIK, the opinion and experience of practitioners as well as scholarly research and empirical evidence (in 

case available) are aggregated and structured to provide insight about addressing non-functional requirements in the 
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design of web APIs. The collection and organization of the design knowledge in WEBAPIK paves the way for reusing 

the available information and knowledge scattered in numerous online resources. Moreover, the structure brought to 

the design knowledge facilitates the addition of new pieces of information and creates the potential to employ the 

organized knowledge in the recommender systems that aid software developers in design decision making.  

The authors have already applied the graph representation of the knowledge presented in WEBAPIK to design and 

develop Rational API Designer (RAPID)4, an open-source conversational and interactive knowledge-based assistant 

that provides guidelines for addressing non-functional requirements in the design of Web APIs [29],[130]. In RAPID, 

the presented knowledge graphs are formalized using a multi-valued logic and are utilized in a stepwise logical infer-

ence and evaluation procedure to transform textual requirements into concrete design fragments.  

We envision five future research directions based on the outcomes of this study:  

• Furthering research on evaluating the identified non-functional requirements via identifying qualitative and 

quantitative metrics. 

• Strengthening the evidence to support or refute the presented trade-offs through conducting various forms of 

empirical studies, including case reports, case studies, and controlled experiments run.  

• Examining the validity, thoroughness, and reliability of the structured design knowledge in further studies.  

• Extending and refining the body of WEBAPIK via structuring and adding further pieces of design knowledge 

or modifying the presented knowledge. 

• Validating and improving the resource retrieval and knowledge extraction and aggregation procedures via 

applying the performed steps to collect and compile the knowledge of other design domains as well as auto-

mating these steps to reduce both the time allocated to the study and the human biases, and errors introduced 

in the outcomes. 
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Appendix I: The Classification of the Collected Knowledge Resources 

 

The knowledge resources used to develop WEBAPIK are listed in Table 1.  

The resources are classified based on their type into six categories: B: Book, WL: Weblog, T: Tutorial, WP: White 

Paper, S: Standard Framework, and R: Research Paper.  

The resources are classified based on their focus of study into three categories: DES-TECH: discussing design tech-

niques, NFR: discussing non-functional requirements, EFFECT: discussing trade-offs. 

Table 1 The Classified Knowledge Resources 

 Type Focus Reference 
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De, B. (2017). API Management: An Architect's Guide to Developing and Managing APIs 

for Your Organization. Apress, Berkeley, CA, First edition March 2017. 
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Vijayakumar, T. (2018). Practical API Architecture and Development with Azure and AWS. 

Apress, Berkeley, CA. 

3 B3 
DES-TECH     

-Security 
Madden, N. (2020). API security in action. Manning Publications. 

4 B4 
DES-TECH     

-Security 

Wilson, Y., & Hingnikar, A. (2019). Solving Identity Management in Modern Applica-

tions: Demystifying OAuth 2.0, OpenID Connect, and SAML 2.0. Apress. 
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-Security 

Siriwardena, P. (2014). Advanced API Security: Securing APIs with OAuth 2.0, OpenID 

Connect, JWS, and JWE. Apress, Berkeley, CA. 
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Hohpe, G., & Woolf, B. (2004). Enterprise integration patterns: Designing, building, and 

deploying messaging solutions. Addison-Wesley Professional. 

7 B7 DES-TECH 
Fowler, M. (2002). Patterns of Enterprise Architecture Applications, Addison-Wesley Pro-
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Architecture, Available at https://www.nginx.com/blog/building-microservices-inter-pro-
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9 WL2 DES-TECH 
Richardson, C. Building Micro-services: Using an API Gateway, Available at 

https://www.nginx.com/blog/building-microservices-using-an-api-gateway/. 

10 WL3 DES-TECH 
Richardson, C. Pattern: API Gateway. Backend for Front-End, 37-40, Available at http://mi-

croservices.io/patterns/apigateway.html. 

https://www.nginx.com/blog/building-microservices-inter-process-communication/
https://www.nginx.com/blog/building-microservices-inter-process-communication/
https://www.nginx.com/blog/building-microservices-using-an-api-gateway/
http://microservices.io/patterns/apigateway.html
http://microservices.io/patterns/apigateway.html
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16 WL9 DES-TECH 

Richardson, C. Pattern: Client-Side Service Discovery. Available at https://micro-

services.io/patterns/client-side-discovery.html https://microservices.io/patterns/client-side-

discovery.html. 

17 WL10 DES-TECH 
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https://www.nginx.com/blog/service-discovery-in-a-microservices-architecture/
https://microservices.io/patterns/self-registration.html
https://microservices.io/patterns/self-registration.html
https://microservices.io/patterns/3rd-party-registration.html
https://microservices.io/patterns/3rd-party-registration.html
https://microservices.io/patterns/data/api-composition.html
https://microservices.io/patterns/data/api-composition.html
https://microservices.io/patterns/server-side-discovery.html
https://microservices.io/patterns/server-side-discovery.html
https://microservices.io/patterns/client-side-discovery.html
https://microservices.io/patterns/client-side-discovery.html
https://microservices.io/patterns/client-side-discovery.html.
https://microservices.io/patterns/client-side-discovery.html.
https://martinfowler.com/bliki/CircuitBreaker.html
https://martinfowler.com/bliki/CircuitBreaker.html
https://martinfowler.com/eaaCatalog/gateway.html
https://martinfowler.com/eaaCatalog/gateway.html
https://www.enterpriseintegrationpatterns.com/patterns/messaging/index.html
https://www.enterpriseintegrationpatterns.com/patterns/messaging/index.html
https://www.jscape.com/blog/load-balancing-algorithms
https://www.slideshare.net/apigee/api-facade-patterns-composition
https://www.slideshare.net/apigee/essential-api-facade-patterns-synchronous-to-asynchronous-conversion-episode-4
https://www.slideshare.net/apigee/essential-api-facade-patterns-synchronous-to-asynchronous-conversion-episode-4
https://docs.apigee.com/api-platform/develop/comparing-quota-spike-arrest-and-concurrent-rate-limit-policies
https://docs.apigee.com/api-platform/develop/comparing-quota-spike-arrest-and-concurrent-rate-limit-policies
https://kemptechnologies.com/load-balancer/load-balancing-algorithms-techniques/
https://docs.microsoft.com/en-us/azure/architecture/best-practices/caching
https://docs.microsoft.com/en-us/azure/architecture/best-practices/caching
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DES-TECH     
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Google Cloud. Why and when to use API keys, Available at https://cloud.google.com/end-

points/docs/openapi/when-why-api-key.  

27 WP5 
DES-TECH     

-Security 

MuleSoft. Guide to API Security, Available at https://www.mulesoft.com/resources/api/api-

security. 

28 S1 
DES-TECH     

-Security 

RFC 6749 (2012). The OAuth 2.0 Authorization Framework, Available at https://www.rfc-

editor.org/rfc/rfc6749. 

29 S2 
DES-TECH     

-Security 
OAuth 2.0, Available at https://oauth.net/2/. 

30 S3 
DES-TECH     

-Security 

Sakimura, N., Bradley, D., de Mederiso, B., Jones, M., & Jay, E. (2012). OpenID connect 

standard 1.0-draft 09, Available at https://openid.net/specs/openid-connect-standard-1_0-

09.html. 

31 S4 
DES-TECH     

-Security 
OpenID Connect, Available at  https://openid.net/connect/. 

32 S5 
DES-TECH     

-Security 

RFC 4158: Internet X.509, Public Key Infrastructure: Certification Path Building, Available 

at https://tools.ietf.org/html/rfc4158. 

33 S6 
DES-TECH     

-Security 

RFC 5280, Internet X.509, Public Key Infrastructure and Certificate Revocation List, Avail-

able at  https://www.rfc-editor.org/rfc/rfc3280 

34 R1 NFR 

Stylos, J., & Myers, B. (2007). Mapping the space of API design decisions. In Visual Lan-

guages and Human-Centric Computing, 2007. VL/HCC 2007. IEEE Symposium on (pp. 50-

60). IEEE. 

35 R2 
NFR                    

-Usability 

Myers, B. A., & Stylos, J. (2016). Improving API usability. Communications of the ACM, 

59(6), 62-69. 

36 R3 
NFR                    
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Cataldo, M., & Herbsleb, J. D. (2010). Architecting in software ecosystems: interface trans-

lucence as an enabler for scalable collaboration. In Proceedings of the Fourth European Con-

ference on Software Architecture: Companion Volume (pp. 65-72). ACM. 

37 R4 
NFR                    

-Usability 

McLellan, S. G., Roesler, A. W., Tempest, J. T., & Spinuzzi, C. I. (1998). Building more 

usable APIs. IEEE software, 15(3), 78-86. 

38 R5 
NFR                    

-Usability 

Robillard, M. P. (2009). What makes APIs hard to learn? Answers from developers. IEEE 

software, 26(6), 27-34. 

39 R6 
NFR                    

-Usability 

Robillard, M. P., & Deline, R. (2011). A field study of API learning obstacles. Empirical 

Software Engineering, 16(6), 703-732. 

40 R7 
NFR                    

-Usability 

Piccioni, M., Furia, C. A., & Meyer, B. (2013). An empirical study of API usability. In 

Empirical Software Engineering and Measurement, 2013 ACM/IEEE international sympo-

sium on (pp. 5-14). IEEE. 

https://cloud.google.com/endpoints/docs/openapi/when-why-api-key
https://cloud.google.com/endpoints/docs/openapi/when-why-api-key
https://www.mulesoft.com/resources/api/api-security
https://www.mulesoft.com/resources/api/api-security
https://www.rfc-editor.org/rfc/rfc6749
https://www.rfc-editor.org/rfc/rfc6749
https://oauth.net/2/
https://openid.net/specs/openid-connect-standard-1_0-09.html
https://openid.net/specs/openid-connect-standard-1_0-09.html
https://openid.net/connect/,
https://tools.ietf.org/html/rfc4158
https://www.rfc-editor.org/rfc/rfc3280
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151-155). IEEE. 
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Montesi, F., & Weber, J. (2016). Circuit breakers, discovery, and API gateways in micro-

services. arXiv preprintarXiv:1609.05830. 

43 R10 
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-Usability 

Bore, C., & Bore, S. (2005). Profiling software API usability for consumer electronics. In 

2005 Digest of Technical Papers. International Conference on Consumer Electronics, 2005. 

ICCE. (pp. 155-156). IEEE. 
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Bermbach, D., & Wittern, E. (2016). Benchmarking web api quality. In International Con-

ference on Web Engineering (pp. 188-206). Springer, Cham. 

45 R12 NFR 
Bermbach, D., & Wittern, E. (2019). Benchmarking Web API Quality--Revisited. arXiv 

preprint arXiv:1903.07712. 

46 R13 NFR 
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In International Conference on Services Computing (pp. 145-153). Springer, Cham. 
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